# Institute for Problems in Mechanical Engineering of the Russian Academy of Sciences 

Manuscript copyright

## Smirnov Alexey Sergeevich

# Dynamics, Motion Control and <br> Optimization of Oscillation Damping Modes of Spatial Double Pendulum 

Scientific speciality<br>1.1.7. Theoretical mechanics, dynamics of machines

Dissertation is submitted for the degree of Candidate of Physical and Mathematical Sciences

Translation from Russian

Scientific Supervisor:
Candidate of Physical and Mathematical Sciences Smolnikov Boris Alexandrovich

Saint Petersburg

## Table of Contents

Introduction ..... 4

1. Overview of Double Pendulum Research ..... 15
1.1. Historical Studies of Double Pendulum ..... 15
1.2. Main Directions of Modern Research of Double Pendulum ..... 19
1.3. Conclusions on First Chapter ..... 21
2. Equations of Motion of Spatial Double Pendulum and Analysis of its Small Oscillations ..... 23
2.1. Design Scheme of Spatial Double Pendulum ..... 23
2.2. Motion Equations of Spatial Double Pendulum ..... 24
2.3. Particular Variants of Flat and Orthogonal Double Pendulum ..... 27
2.4. Determination of Frequencies and Modes of Small Oscillations of Spatial Double Pendulum ..... 30
2.5. Dissipative Model of Spatial Double Pendulum ..... 38
2.6. Conclusions on Second Chapter ..... 45
3. Construction and Analysis of Nonlinear Oscillation Modes of Spatial Double Pendulum ..... 47
3.1. Problem Statement of Finding Nonlinear Oscillation Modes ..... 47
3.2. Nonlinear Oscillation Modes of Orthogonal Double Pendulum ..... 48
3.3. Nonlinear Oscillation Modes of Flat Double Pendulum ..... 58
3.4. Nonlinear Oscillation Modes in General Case of Spatial Double Pendulum ..... 77
3.5. Conclusions on Third Chapter ..... 85
4. Collinear Control of Oscillation Modes of Spatial Double Pendulum ..... 86
4.1. Principles of Formation of Rational Control Actions ..... 86
4.2. Formation of Control Actions According to the Principle of Collinear Control ..... 88
4.3. Analysis of Linear and Nonlinear Controlled Models at Constant Gain ..... 92
4.4. Collinear Control with Variable Gain ..... 102
4.5. Collinear Control in Presence of Dissipative Forces ..... 114
4.6. Conclusions on Fourth Chapter ..... 119
5. Optimization of Oscillation Damping Modes of Spatial Double Pendulum ..... 120
5.1. Problem Statement of Optimization of Passive and Active Oscillation Damping and Optimization Criteria Formation ..... 120
5.2. Optimization of Viscous Oscillation Damping ..... 123
5.3. Optimization of Collinear Oscillation Damping ..... 132
5.4. Comparison of Optimal Parameters of Passive and Active Oscillation Damping ..... 136
5.5. Optimization of Collinear Oscillation Damping in Presence of Viscous Damping ..... 138
5.6. Conclusions on Fifth Chapter ..... 148
Conclusion ..... 150
References ..... 153

## Introduction

## Relevance of the Research Topic

The mathematical pendulum and its varieties have been the key models of analytical mechanics for more than four centuries, starting from the youthful experimental discoveries and subsequent fundamental works of the outstanding scientist G. Galilei, as well as many of his followers. They are not only of theoretical interest, but also of great practical importance for applications. Among the many pendulum systems, much attention is drawn to the double pendulum, which is two pivotally connected mathematical or physical pendulums, as well as its numerous modifications. They are extremely popular objects of study not only in the field of the theory of oscillations of systems with several degrees of freedom, but also in a number of related disciplines.

An extensive layer of both domestic and foreign publications is devoted to the study of the dynamic behavior of such systems under a wide variety of conditions, which number is continuously increasing every year. Such serious attention to the double pendulum is connected, first of all, with its practical applications. The rise of interest in biomechanics, which began in the middle of the last century, accompanied by the active design of manipulators and other anthropomorphic devices, received significant development and aroused interest in the creation of multi-link pendulum structures equipped with power drives and control circuits, as well as in the development of various kinds of androids intended to replace humans working in hazardous conditions. Of course, the main interest here is precisely the double pendulum as the simplest multi-link pendulum, on the example of which it is possible to qualitatively and quantitatively describe the dynamics of various robotic structures, and, in addition, to identify a number of new provisions in theoretical terms and evaluate the possibility of their application in engineering.

Particular attention along this path is attracted by spatial two-link pendulums with cylindrical joints, whose axes are not collinear to each other. In this case, the configurations of the system will have a more complex form than for a flat double pendulum, and this circumstance also finds some application in practice. However, such systems are far from being studied sufficiently in comparison with flat versions of two-link structures. First of all, in their analysis questions arise about the study of their small and large oscillations, which are of a periodic character and suitable for practical use, as well as about the accelerating and braking modes of their movement, which have effective properties and are again dictated by the needs of practice. This leads to the need for a thorough study of such important problems as the construction of nonlinear oscillation modes, the formation of rational control actions, the search for optimal parameters for passive and active oscillations damping, as well as a whole range of related tasks.

Summarizing all the above, it can be argued that the study of the movements of spatial double pendulum under various conditions of its functioning is a actual task that deserves the most serious attention, which was the reason for writing this dissertation.

## Research Methodology

The work uses the methods of analytical mechanics, the theory of mechanical oscillations, the theory of control of mechanical systems, optimization of mechanical systems, as well as approximate asymptotic methods of nonlinear mechanics. In addition, the numerical integration of the motion equations in the software environment MATLAB is carried out in the work, and for this purpose the universal solver ode45 is used, which designed for systems of ordinary differential equations and based on the implementation of the numerical Runge-Kutta method $4-5$ order of accuracy.

## Aim and Tasks of the Work

The aim of this dissertation is to study the dynamic behavior of spatial double pendulum with identical parameters of its loads and links, whose joint axes are not collinear to each other. It consists in studying conservative, dissipative and
controllable models of this system in a linear and nonlinear formulations, as well as in solving the problem of finding the optimal parameters of passive and active damping of its oscillations.

In the course of this work, the following tasks were set and considered in detail:

1) To build a mathematical model of oscillations of spatial double pendulum and to consider its particular variants of a flat and orthogonal double pendulum. To investigate the frequencies and modes of its small vibrations depending on the angle between the joint axes. To establish qualitatively and quantitatively the influence of dissipative forces of viscous friction in articulated joints on its dynamic behavior.
2) To investigate the question of nonlinear oscillation modes of spatial double pendulum and its particular variants using asymptotic methods of nonlinear mechanics. To give their visual graphical interpretation. To compare the analytical expressions with the results obtained by numerical integration of the motion equations.
3) To form various options for control actions that will allow overclocking spatial double pendulum on each of its oscillation modes separately from small to sufficiently large deviations. To identify the gradual drift of the oscillation mode and demonstrate it graphically based on numerical results. To take into account the influence of dissipative effects and determine the possible motion modes of the system.
4) To determine the best parameters of passive and active damping of spatial double pendulum separately according to various criteria characterizing the efficiency of the damping processes of the system motions. To consider the joint accounting of two variants of oscillation suppression and determine the optimal parameters of active damping for given parameters of passive damping. To compare all the results.

## Scientific Novelty

The dissertation contains a number of new results that clarify the behavior of spatial double pendulum in various modes of its motion. In the presented study, for the first time, the most detailed analytical solution was constructed
for the problem of small oscillations of spatial double pendulum in the absence and presence of viscous friction in the joints, an analytical and numerical study of its nonlinear oscillation modes of was carried out, its autoresonant overclocking modes were studied under the action of collinear control with a constant and variable gain coefficient, as well as a joint accounting of dissipative and control actions was carried out and the optimal parameters of passive and active damping were determined based on criteria characterizing the efficiency of the attenuation processes of system motions.

## Theoretical and Practical Significance of the Work

The study of the movements of spatial double pendulum is of considerable theoretical interest and makes a certain contribution to one of the most important for applications and rapidly developing branches of mechanics - the dynamics of pendulum structures. The considered mathematical models and the given analytical and numerical solutions provide the basis for studying the movement character of more complex pendulums with several degrees of freedom, as well as many related issues. The obtained results can find some practical application in the field of robotics and biomechanics, namely, in the development, design and analysis of the dynamic behavior of various devices: two-link manipulators, elements of complex multi-link systems, numerous androids and other mobile robots. Moreover, the problems presented in the work and their detailed solutions are also interesting as illustrative examples of applied mechanics of pendulum systems in pedagogical and engineering practice.

## Reliability of Results

The reliability of the results obtained in the work is ensured by using existing exact and approximate mathematical methods for studying linear and nonlinear oscillations of mechanical systems in the absence and presence of dissipative effects and control actions, as well as by comparing analytical expressions with the results found by numerically integrating the motion equations. Besides, for particular variants of a flat and orthogonal double pendulum, the obtained expressions are compared with previously known formulas from the literature.

## Structure and Scope of the Work

The dissertation consists of an introduction, 5 chapters and a conclusion. The volume of the dissertation is 168 pages with 67 figures. The list of references contains 156 titles. The Introduction presents the relevance of the research topic and formulates the aim and tasks of the work. Chapter 1 is devoted to the research history of the double pendulum, as well as a discussion of current directions in its analysis. In Chapter 2, the motion equations of spatial double pendulum are derived, its particular variants of a flat and orthogonal double pendulum are considered, and its small oscillations are studied, including in the presence of viscous friction in the articulated joints. In Chapter 3, nonlinear oscillation modes of spatial double pendulum and its particular variants are constructed and studied in detail with the help of asymptotic methods, and they are compared with the results of numerical integration. Chapter 4 is devoted to the analytical and numerical study of the controlled motions of spatial double pendulum and its particular variants under the action of a collinear control, which allows to overclock the system on each of its oscillation modes separately with a smooth transition from a linear zone to a nonlinear one and can have both constant and and a variable gain factor, and also the possibility of viscous friction is taken into account and the motion modes of the system under the influence of dissipative and control actions are studied. In Chapter 5, the issues of optimal selection of parameters for passive and active damping of oscillations of spatial double pendulum are solving separately and with their cooperative action according to various optimization criteria that characterize the efficiency of damping processes of its movements, and a comparison of the results is carried out. The Conclusion summarizes the results of the study and draws the main findings on the work.
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## Main Scientific Results

1) The dependencies of the frequencies and modes of small oscillations of a spatial double pendulum with identical parameters of the loads and links on the angle between the joint axes were found, and it was also demonstrated that with identical dissipative coefficients, the viscous friction forces in the joints do not distort the oscillation modes of the conservative model, only reducing their amplitudes, and all the characteristics of the dissipative process are determined. The results were published in the papers: [144] (pp. 188-191), [141] (pp. 40-43).
2) It has been established that the nonlinear oscillation modes of a spatial double pendulum and its particular version of a flat double pendulum become noticeably more complex compared to the traditional linear oscillation modes with increasing energy level of the system, and the key quantities reflecting the dynamic behavior of the system when moving on a nonlinear mode are determined, depending on the amplitude and the angle between the joint axes. The results were published in the papers: [142] (pp. 3-9), [143] (pp. 2-8).
3) It is shown that collinear control at a constant gain does not distort the modes of small oscillations of the original conservative model of a spatial double pendulum and its flat version and allows the system to be accelerated for each of them separately with a gradual transition from a linear zone to a nonlinear one up to sufficiently large deviations, and collinear control with a variable gain
makes it possible to achieve a smooth transition of the system to a steady state mode of nonlinear periodic oscillations with a given energy level. The results were published in the papers: [73] (pp. 14-18), [140] (pp. 92-95).
4) The problem of finding the best values of oscillation damping parameters of a spatial double pendulum in accordance with two optimization criteria characterizing the efficiency of the processes of damping the movements of the system is posed and solved, and the dependencies of the optimal values of the active damping parameter on the given passive damping parameter and the angle between the joint axes according to these criteria are determined. The results were published in the papers: [68] (pp. 11-14), [69] (pp. 358-362), [70] (pp. 128-134).
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## Provisions to be Defended

1) The design scheme of a spatial double mathematical pendulum with identical parameters of loads and links, whose joint axes are not collinear to each other, is considered. Nonlinear equations of motion of the system are derived and a linear model of its small oscillations is studied. The forces of viscous friction in the joints were taken into account and their influence on the character of the damping of the system's movements was established.
2) Based on asymptotic methods of nonlinear mechanics, nonlinear oscillation modes of a spatial double pendulum in the first approximation and its particular variants of a flat and orthogonal double pendulum in the first and second approximations were constructed and analyzed. The obtained analytical solutions are compared with the results of numerical integration of the motion equations.
3) The controlled motion of a spatial double pendulum and its particular variants under the action of moments in joints formed according to the principle of collinear control with a constant gain is considered. A modification of the collinear law is proposed, which contains a variable gain associated with the current energy of the system. Within the framework of a linear controlled model with a constant
gain, consideration of viscous friction is considered and a classification of possible modes of motion of such a system is given.
4) The issues of optimal damping of oscillations of a spatial double pendulum under the influence of dissipative and control influences were studied, and two optimization criteria were adopted: maximizing the degree of stability of the system and minimizing the integral energy-time indicator. A comparison of the optimal damping parameters found using the specified criteria is given.

## 1. Overview of Double Pendulum Research

### 1.1. Historical Studies of Double Pendulum

The double pendulum problem has a long and rich history. Therefore, it is of interest to turn first to the historical studies of the double pendulum [64]. The history of the double pendulum dates back to the first half of the 18th century, and it is associated with the names of prominent scientists of that time - A. Clairaut, D. Bernoulli and L. Euler.

A double pendulum was first described in 1735 by A. Clairaut [25]. He gave a lecture at the Paris Academy of Sciences, after which he published an article "Solution of some dynamics problems" [99], published in 1736. Clairaut's creation was prompted by discussions with A. Fontaine, who published an article [106] in 1734, which dealt with the definition of a curve described by the vertex of an angle whose sides slide along some given curve. In Clairaut's preface to his work [99] there is the phrase "The discussion about the tractrix between Mr. Fontaine and myself, which lasted for several assemblies, prompted me to the research that I propose" [87]. Clairaut's work was devoted to solving seven problems on the motion of a bunch of two points in a horizontal or vertical plane. It is assumed that the trajectory of one of the points or the center of gravity of the system is considered to be given (a straight line, a circle, or an arbitrary plane curve), and the problem is to determine the trajectory of another point or both points when the magnitudes and directions of their initial velocities are given. At the same time, Clairaut used both traditional geometric techniques and methods of differential calculus to solve these problems. Referring to D. Bernoulli, Clairaut based the solution of his problems on the principle of conservation of living forces,
which at that time was still questioned and subsequently canonized by Lagrange under the name "theorem of the change in kinetic energy". It should be emphasized that Clairaut's work was historically the first work of its kind. An important difference between Clairaut's work and the works of his predecessors is that he studied the movement of not just two interconnected points, but the behavior of one point, on which given geometric connections [87] are superimposed. This approach was important for creating the foundations of the non-free motion mechanics of a point, a system of points and a rigid body, which were subsequently laid down in the works of J. d'Alembert.

The next contribution to the analysis of the double pendulum was made by D. Bernoulli, who published in 1738 an article "Theorem on oscillations of bodies suspended vertically on an elastic thread and on a chain"[92]. A complete theory of small swings of a double gravitational pendulum is given in it for the first time [25]: its oscillation modes are determined for identical mathematical pendulums, and the general case of different masses of loads and different lengths of links is considered. Subsequently, Bernoulli published a number of other articles on this topic, the most significant of which was the article of 1774 "Special physical-mechanical reasoning on mutual compound motions. Easily observable studies of the double pendulum in support of the principle of coexistence of simple oscillations" [91]. The discussion of the possibility of the appearance of internal resonances in the system, when the oscillation frequencies are related as integers, is of interest in this article, and as a result the conditions on the system parameters under which they are realized are determined. It is shown that if the lengths of both pendulums are equal and the masses of the first and second loads are related as $16: 9$, then the resonance $1: 2$ will take place, and if these masses are related as $9: 16$, then the resonance $1: 3$ will be implemented.

Finally, L. Euler, who published in 1741 an article "On oscillations of a flexible wire, on which an arbitrary number of small loads is suspended" [105], closes the top three historical studies. The author analyzes in it not only the problem of a double pendulum (a drawing from this work is shown in Fig. 1.1), for which expressions for the oscillation modes are given, but also generalizes this problem to the case of any number of loads, thereby coming to calculation scheme of a multilink mathematical pendulum.


Fig. 1.1. Drawing from Euler's paper


Fig. 1.2. Cologne bell and its tongue: real construction and its design scheme from Veltmann's article

The problem of the double pendulum first received serious practical application, which was associated with the solution of the problem of the "silent" Cologne bell, only in the second half of the 19th century. In 1875, an interesting case was observed on the bell tower of the Cologne Cathedral (German Empire): a bell hollow inside (Kaiserglocke - an imperial bell) and a tongue jointed to it oscillated as one whole (Fig. 1.2). This amazing phenomenon was strictly explained by W. Veltmann in the article "On the movement of the bell" [151], where he interpreted the system as a double pendulum: the bell played the role of the first pendulum, and its tongue - the second one. The design scheme of the system in the deflected position from the mentioned work is also presented in Fig. 1.2. To solve this problem, the Lagrange equations of the second kind were used and the question of when two differential motion equations admit a particular solution, in which both the bell and its tongue deviate by the same angle all the time, was considered. As a result, a condition for the system parameters was obtained, when the tongue does not move relative to the bell. With accuracy sufficient for practice, this condition can be given a simple physical interpretation: the bell moves as a single body and therefore cannot sound if the bell's swing center at rest coincides with the swing center of its tongue. So, the reduced length of the Cologne Cathedral bell is 328.2 cm , the reduced length of its tongue is 262.9 cm , and the distance
between the suspension points of the tongue and the bell is 66.7 cm . Therefore, the tongue swing center was $262.9+66.7=329.6 \mathrm{~cm}$ away from the bell suspension axis, i.e. it almost coincided with the bell swing center [25]. This explains the almost complete absence of relative movements of the tongue, which made such small oscillations in relation to the bell that it could not strike, although the tongue was long enough to reach the walls of the bell [121]. The bell began to ring only after the length of its tongue was increased. It should be emphasized that in deriving the mentioned condition, the global nonlinear model of the system was used, and not the linearized one. Finally, the article [151] has a table that presents data on all the bells of the Cologne Cathedral and demonstrates that all bells, except Kaiserglocke, did not experience sounding problems, since their parameters deviated too much from the obtained ratio. This problem is very instructive not only for bell designers, but also for a wide range of engineers, and therefore it was included in a number of canonical books on mechanics - both foreign [115, 117] and domestic [26].

The next important application of the double pendulum was discovered in the first half of the 20th century, when in 1923 it was proposed by V. P. Vetchinkin and N. G. Chentsov for the experimental determination of the moments of inertia of solids using the swing method in the work "A flat pendulum with two degrees of freedom and the determination of the center of gravity height and the moment of inertia of a rigid body using it" [15]. As a result, a corresponding theory was developed, which was also considered by L. G. Loitsyansky and A. I. Lurie [43]. This method has received wide practical application for determining the moments of inertia of aircraft, and a special suspension PE1 was designed and built in TsAGI, which makes it possible to swing an aircraft on a bifilar suspension like a double pendulum [25]. Subsequently, this design was improved and a PE2 suspension was built. These experiments were described in detail by Yu. A. Pobedonostsev in the articles $[57,58]$. It should be noted that this method was also used abroad [112]. The work [25] details the way to derive the formula for the moment of inertia. To determine the moment of inertia of the body about the main central axis, it is suspended on two rods (or two bands) of equal length, located symmetrically about the center of gravity (or its intended location). It is also necessary to keep in mind that when the system is in equilibrium, the horizontal segments connecting the upper and lower ends of the rods must be parallel to the
given axis (Fig. 1.3). To find the moment of inertia, we need to determine the periods of both main oscillations by selecting the initial conditions, achieving the oscillations of the aircraft only on one of the modes of its oscillations.


Fig. 1.3. Suspension of the aircraft (suspension PE1 TsAGI)

As a result, the scheme of a double pendulum and the calculation of its oscillations in various formulations entered both foreign [95, 119, 147], as well as numerous domestic $[7,28,34,48,86]$ engineering, scientific and educational literature. The results presented in these works relate to the analysis of small oscillations of a double mathematical or double physical pendulum within the framework of a linear model and the determination of the frequencies and modes of its small oscillations and the consideration of various particular or limiting cases.

### 1.2. Main Directions of Modern Research of Double Pendulum

In the last few decades, there has been a sharp increase in interest in the double pendulum mechanics and its varieties. As mentioned earlier in the introduction, this is primarily due to its use in robotics as the simplest model of a two-link manipulator, which must perform working movements with both small and very large amplitudes, and as an element of complex multi-link structures, as well as in problems of biodynamics, since a double pendulum can imitate the limbs of
living organisms [74, 75,77$]$. In this case, the movements of a double pendulum are investigated not only analytically or numerically, but as a result of experiments. Fig. 1.4 shows various designs of a double mathematical and double physical pendulum, created as demonstration setups and borrowed from the works of $[90$, 133], as well as from video recordings of experiments that are in open access.


Fig. 1.4. Various double pendulum designs

Let us single out the main directions of modern research on the gravitational double pendulum, related to the last three decades, and accompany them with references to relevant articles and books in which new problems of this kind are encountered. Of course, the division presented below is generally conditional, since some publications can be attributed to several areas.

1. Analysis of forced oscillations and controlled movements of a double pendu-
lum under various operation conditions, including the issues of optimal control of its movement and optimal suppression of its oscillations $[3,8,36,83,88,120,123$, 155].
2. Dynamics, stabilization and control of an inverted double pendulum and its modifications $[2,44,55,59,60,94,107,114,134,154]$.
3. Dynamics of a double pendulum with a vibrating suspension point $[13,19$, $56,84,97,116,139]$.
4. Stability of equilibrium positions, dynamics and motion control of spatial modifications of a double pendulum $[1,50,85,90,124]$.
5. Numerical and experimental study of various problems of a double pendulum, computer simulation of a double pendulum in application software packages with visual visualization of its dynamic behavior $[30,33,89,93,98,100,103,104,111,129$, 152, 156].
6. Analytical study of the movements of a double pendulum with large deviations $[38,39,113,118,128,133,146]$.
7. Analysis of the chaotic behavior of a double pendulum $[49,52,101,122,125$, $132,138,145]$.

Summarizing the above, we can conclude that the double pendulum is a fairly well-studied object in many respects. As can be seen, a significant number of publications are devoted to the numerical integration of the motion equations of a double pendulum, which are preliminarily written in a form convenient for this purpose (Lagrangian or Hamiltonian), and the subsequent establishment of various features of its behavior. In this case, the flat variant of the double pendulum is most often considered, which greatly simplifies all constructions and reasoning.

### 1.3. Conclusions on First Chapter

The presented detailed literature review of publications devoted to the mechanics of a double pendulum allows us to identify some areas in which research on this object can be continued. First of all, of great interest is just the mechanics of spatial variants of a double pendulum, which movements can have a more diverse character and will cover a wider variety of configurations than a flat double pendulum. Nevertheless, it must be emphasized that even for the flat two-link
pendulum there are still a number of issues that require serious discussion and thorough research. As for the spatial variants of the double pendulum, one of them is a double pendulum whose joint axes are not collinear to each other. Naturally, the range of applicability of these pendulums turns out to be much larger, and they are widely used in practice, since such non-collinearity is characteristic of many real manipulator designs. As a result, questions arise in the study of conservative, dissipative and controllable models of the mentioned systems in a linear or nonlinear formulation, as well as questions of optimal damping of their oscillatory motions, which are of serious theoretical and applied importance and should be solved using a reasonable combination of analytical and numerical methods. This dissertation is in this direction.

## 2. Equations of Motion of Spatial Double Pendulum and Analysis of its Small Oscillations

### 2.1. Design Scheme of Spatial Double Pendulum

We turn to a study of the design scheme of double pendulum consisting of two pivotally connected identical mathematical pendulums of length $l$ and with end loads of mass $m$ [144]. In the future, such an identity will make it possible to construct analytical solutions to all the posed tasks and conduct their exhaustive study. We assume that axes of both cylindrical joints are horizontal and form an angle $\alpha$ between themselves in their main equilibrium position, when both links lie on the same vertical, and joint angles of their rotation are equal to zero, so that these axes are not collinear to each other (Fig. 2.1). Without loss of generality, we can consider this angle to be acute if it is counted appropriately. As result, the geometry and kinematics of this system are much more complicated than in the case of a simple flat double pendulum.

The Fig. 2.2 shows the deflected position of the considered double pendulum. We consider the articulated rotation angles $\theta_{1}$ and $\theta_{2}$ as the generalized coordinates. For the convenience of further actions, we introduce a rectangular Cartesian coordinate system $x y z$ with the fixed orthogonal basis $\underline{i} \underline{j} \underline{k}$ connected, so that in the state of main equilibrium the first link is directed along the unit vector $\underline{i}$. In addition, we introduce a movable orthogonal basis $\underline{i}^{\prime} \underline{j}^{\prime} \underline{k^{\prime}}$ connected with the


Fig. 2.1. Equilibrium position


Fig. 2.2. Deflected position
first link, where unit vector $\underline{i}^{\prime}$ is directed along the axis of this link from the input (first) joint to the output (second) joint rotated by an angle $\alpha$ relatively to the input joint.

### 2.2. Motion Equations of Spatial Double Pendulum

In order to derive the motion equations of spatial double pendulum we proceed to the calculation of its kinetic and potential energies. It is clear that energies of the first load are easily determined and cause no problems, since its speed is $v_{1}=l \dot{\theta}_{1}$ and the vertical coordinate is given by expression $x_{1}=l \cos \theta_{1}$. Main difficulty here is to find the speed and vertical coordinate of the second end load which makes a complex spatial motion determined by the angles $\theta_{1}, \theta_{2}$ and $\alpha$. The simplest way to find the velocity of this load is a coordinate method in which it is necessary to determine the Cartesian coordinates of this load in a fixed basis and then find the projections of velocity on the corresponding coordinate axes.

With this purpose, we obtain the expression for radius vector $\underline{r}_{2}$ of the second load. For this we first find the vectors $\underline{l}_{1}$ and $\underline{l}_{2}$ which have the following length and direction of links in the basis $\underline{i}^{\prime} \underline{j}^{\prime} \underline{k}^{\prime}$ with simple representations. The expression
for $\underline{l}_{1}$ is obvious, while to determine $\underline{l}_{2}$ it is necessary to refer to Fig. 2.3, where the coordinate system $x^{\prime} y^{\prime} z^{\prime}$ is represented, to which the basis $\underline{i}^{\prime} \underline{j}^{\prime} \underline{k^{\prime}}$ corresponds. As a result, it is easy to obtain that


Fig. 2.3. To the calculation of the vector $\underline{l}_{2}$

$$
\begin{equation*}
\underline{l}_{1}=l \underline{i}^{\prime}, \quad \underline{l}_{2}=l\left(\cos \theta_{2} \underline{i}^{\prime}+\cos \alpha \sin \theta_{2} \underline{j}^{\prime}-\sin \alpha \sin \theta_{2} \underline{k}^{\prime}\right) . \tag{2.2.1}
\end{equation*}
$$

Summarizing these vectors, we obtain the desired vector $\underline{\underline{r}}_{2}$ :

$$
\begin{equation*}
\underline{r}_{2}=\underline{l}_{1}+\underline{l}_{2}=l\left[\left(1+\cos \theta_{2}\right) \underline{i}^{\prime}+\cos \alpha \sin \theta_{2} \underline{j}^{\prime}-\sin \alpha \sin \theta_{2} \underline{k}^{\prime}\right] . \tag{2.2.2}
\end{equation*}
$$

Considering the obvious relations between the unit vectors of the bases $\underline{i}^{\prime} \underline{j}^{\prime} \underline{k^{\prime}}$ and ijㅢㅡㄴ

$$
\begin{equation*}
\underline{i}^{\prime}=\cos \theta_{1} \underline{i}+\sin \theta_{1} \underline{j}, \quad \underline{j}^{\prime}=-\sin \theta_{1} \underline{i}+\cos \theta_{1} \underline{j}, \quad \underline{k}^{\prime}=\underline{k}, \tag{2.2.3}
\end{equation*}
$$

we get the expression for $\underline{r}_{2}$ in motionless basis $\underline{i} \underline{j} \underline{k}$ :

$$
\begin{align*}
\underline{r}_{2}=l[((1 & \left.\left.+\cos \theta_{2}\right) \cos \theta_{1}-\cos \alpha \sin \theta_{2} \sin \theta_{1}\right) \underline{i}+  \tag{2.2.4}\\
& \left.+\left(\left(1+\cos \theta_{2}\right) \sin \theta_{1}+\cos \alpha \sin \theta_{2} \cos \theta_{1}\right) \underline{j}-\sin \alpha \sin \theta_{2} \underline{k}\right] .
\end{align*}
$$

From this expression, Cartesian coordinates of the second load in the $x y z$ coordinate system can be found:

$$
\left\{\begin{array}{c}
x_{2}=l\left[\left(1+\cos \theta_{2}\right) \cos \theta_{1}-\cos \alpha \sin \theta_{2} \sin \theta_{1}\right]  \tag{2.2.5}\\
y_{2}=l\left[\left(1+\cos \theta_{2}\right) \sin \theta_{1}+\cos \alpha \sin \theta_{2} \cos \theta_{1}\right] \\
z_{2}=-l \sin \alpha \sin \theta_{2}
\end{array}\right.
$$

Differentiating these expressions by time, one can find the projection of the velocity of second load on coordinate axes:

$$
\left\{\begin{array}{c}
\dot{x}_{2}=l\left[\left(-\left(1+\cos \theta_{2}\right) \sin \theta_{1}-\cos \alpha \sin \theta_{2} \cos \theta_{1}\right) \dot{\theta}_{1}-\right.  \tag{2.2.6}\\
\left.-\left(\sin \theta_{2} \cos \theta_{1}+\cos \alpha \cos \theta_{2} \sin \theta_{1}\right) \dot{\theta}_{2}\right] \\
\dot{y}_{2}=l\left[\left(\left(1+\cos \theta_{2}\right) \cos \theta_{1}-\cos \alpha \sin \theta_{2} \sin \theta_{1}\right) \dot{\theta}_{1}+\right. \\
\left.+\left(-\sin \theta_{2} \sin \theta_{1}+\cos \alpha \cos \theta_{2} \cos \theta_{1}\right) \dot{\theta}_{2}\right] \\
\dot{z}_{2}=-l \sin \alpha \cos \theta_{2} \dot{\theta}_{2}
\end{array} .\right.
$$

As a result, it is possible to determine the desired velocity of the second load:

$$
\begin{align*}
v_{2}^{2}=\dot{x}_{2}^{2}+\dot{y}_{2}^{2}+\dot{z}_{2}^{2}=l^{2}\left[\left(1+\cos ^{2} \alpha+\right.\right. & \left.2 \cos \theta_{2}+\sin ^{2} \alpha \cos ^{2} \theta_{2}\right) \dot{\theta}_{1}^{2}+ \\
& \left.+2 \cos \alpha\left(1+\cos \theta_{2}\right) \dot{\theta}_{1} \dot{\theta}_{2}+\dot{\theta}_{2}^{2}\right] . \tag{2.2.7}
\end{align*}
$$

Therefore, kinetic energy of the system is determined by expression:

$$
\begin{array}{r}
T=\frac{1}{2} m\left(v_{1}^{2}+v_{2}^{2}\right)=\frac{1}{2} m l^{2}\left[\left(2+\cos ^{2} \alpha+2 \cos \theta_{2}+\sin ^{2} \alpha \cos ^{2} \theta_{2}\right) \dot{\theta}_{1}^{2}+\right.  \tag{2.2.8}\\
\\
\left.+2 \cos \alpha\left(1+\cos \theta_{2}\right) \dot{\theta}_{1} \dot{\theta}_{2}+\dot{\theta}_{2}^{2}\right]=\frac{1}{2} \dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{A}(\boldsymbol{\theta}) \dot{\boldsymbol{\theta}} .
\end{array}
$$

Here $\boldsymbol{\theta}=\left[\theta_{1}, \theta_{2}\right]^{\mathrm{T}}$ is the column of generalized coordinates, and kinetic energy matrix $\mathbf{A}(\boldsymbol{\theta})$ is determined by expression:

$$
\mathbf{A}(\boldsymbol{\theta})=m l^{2}\left[\begin{array}{cc}
2+\cos ^{2} \alpha+2 \cos \theta_{2}+\sin ^{2} \alpha \cos ^{2} \theta_{2} & \cos \alpha\left(1+\cos \theta_{2}\right)  \tag{2.2.9}\\
\cos \alpha\left(1+\cos \theta_{2}\right) & 1
\end{array}\right],
$$

and it is symmetric: $\mathbf{A}^{\mathrm{T}}=\mathbf{A}$. Potential energy of this system has the form:

$$
\begin{align*}
& \Pi=m g\left(3 l-x_{1}-x_{2}\right)=  \tag{2.2.10}\\
& \quad=m g l\left[3-\left(2+\cos \theta_{2}\right) \cos \theta_{1}+\cos \alpha \sin \theta_{2} \sin \theta_{1}\right]=\Pi(\boldsymbol{\theta}),
\end{align*}
$$

where an additive constant is added, so that $\Pi=0$ at equilibrium position $\theta_{1}=0$, $\theta_{2}=0$. This was done for the convenience of expanding $\Pi$ into a Taylor series in the further study of small oscillations.

Substituting expressions (2.2.8) and (2.2.10) into Lagrange equations of the second kind in matrix form [45]

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}-\frac{\partial T}{\partial \boldsymbol{\theta}}=-\frac{\partial \Pi}{\partial \boldsymbol{\theta}} \tag{2.2.11}
\end{equation*}
$$

we obtain, after series of transformations, the equations of motion of spatial double pendulum in the well-known matrix form

$$
\begin{equation*}
\mathbf{A}(\boldsymbol{\theta}) \ddot{\boldsymbol{\theta}}+\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})+\mathbf{C}(\boldsymbol{\theta})=0 \tag{2.2.12}
\end{equation*}
$$

where the matrix $\mathbf{A}(\boldsymbol{\theta})$ has the representation (2.2.9), and the columns $\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})$ and $\mathbf{C}(\boldsymbol{\theta})$ are determined by expressions:

$$
\begin{gather*}
\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})=m l^{2} \sin \theta_{2}\left[\begin{array}{c}
-\left(2\left(1+\sin ^{2} \alpha \cos \theta_{2}\right) \dot{\theta}_{1}+\cos \alpha \dot{\theta}_{2}\right) \dot{\theta}_{2} \\
\left(1+\sin ^{2} \alpha \cos \theta_{2}\right) \dot{\theta}_{1}^{2}
\end{array}\right],  \tag{2.2.13}\\
\mathbf{C}(\boldsymbol{\theta})=m g l\left[\begin{array}{c}
\left(2+\cos \theta_{2}\right) \sin \theta_{1}+\cos \alpha \sin \theta_{2} \cos \theta_{1} \\
\sin \theta_{2} \cos \theta_{1}+\cos \alpha \cos \theta_{2} \sin \theta_{1}
\end{array}\right] .
\end{gather*}
$$

Due to the conservatism of the system under consideration, the energy integral $T+\Pi=E=$ const takes place, or explicitly:

$$
\begin{array}{r}
E=\frac{1}{2} m l^{2}\left[\left(2+\cos ^{2} \alpha+2 \cos \theta_{2}+\sin ^{2} \alpha \cos ^{2} \theta_{2}\right) \dot{\theta}_{1}^{2}+2 \cos \alpha\left(1+\cos \theta_{2}\right) \dot{\theta}_{1} \dot{\theta}_{2}+\right. \\
\left.+\dot{\theta}_{2}^{2}\right]+m g l\left[3-\left(2+\cos \theta_{2}\right) \cos \theta_{1}+\cos \alpha \sin \theta_{2} \sin \theta_{1}\right]=\mathrm{const} \tag{2.2.14}
\end{array}
$$

This integral will be needed later to control the correctness of the expressions that will be obtained in the analysis of nonlinear oscillation modes of spatial double pendulum.

The nonlinear mathematical model (2.2.12) is the basis for all subsequent studies in this work. As is known, the Lagrange equations can be solved with respect to the generalized accelerations, since the matrix $\mathbf{A}$ is nonsingular [48]. Therefore, for numerical integration of the nonlinear matrix equation (2.2.12), it is convenient to represent it in the following form:

$$
\begin{equation*}
\ddot{\boldsymbol{\theta}}=-\mathbf{A}^{-1}(\boldsymbol{\theta})[\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})+\mathbf{C}(\boldsymbol{\theta})] . \tag{2.2.15}
\end{equation*}
$$

### 2.3. Particular Variants of Flat and Orthogonal Double Pendulum

Let us consider two interesting particular cases to which special attention should be paid. The results obtained for these cases will later help to control the
correctness of general formulas where the dependence on angle $\alpha$ will take place.

1. Flat double pendulum. In the case when $\alpha=0$, i.e. the double pendulum is flat (Fig. 2.4), the expressions for the energies (2.2.8) and (2.2.10) take the simpler form [126]:


Fig. 2.4. Flat double pendulum

$$
\begin{gather*}
T=\frac{1}{2} m l^{2}\left[\left(3+2 \cos \theta_{2}\right) \dot{\theta}_{1}^{2}+2\left(1+\cos \theta_{2}\right) \dot{\theta}_{1} \dot{\theta}_{2}+\dot{\theta}_{2}^{2}\right],  \tag{2.3.1}\\
\Pi=m g l\left[3-\left(2+\cos \theta_{2}\right) \cos \theta_{1}+\sin \theta_{2} \sin \theta_{1}\right] . \tag{2.3.2}
\end{gather*}
$$

Then the motion equations have the form (2.2.12), where according to (2.2.9) and (2.2.13)

$$
\begin{gather*}
\mathbf{A}(\boldsymbol{\theta})=m l^{2}\left[\begin{array}{cc}
3+2 \cos \theta_{2} & 1+\cos \theta_{2} \\
1+\cos \theta_{2} & 1
\end{array}\right], \\
\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})=m l^{2} \sin \theta_{2}\left[\begin{array}{c}
-\left(2 \dot{\theta}_{1}+\dot{\theta}_{2}\right) \dot{\theta}_{2} \\
\dot{\theta}_{1}^{2}
\end{array}\right], \quad \mathbf{C}(\boldsymbol{\theta})=m g l\left[\begin{array}{c}
2 \sin \theta_{1}+\sin \left(\theta_{1}+\theta_{2}\right) \\
\sin \left(\theta_{1}+\theta_{2}\right)
\end{array}\right] . \tag{2.3.3}
\end{gather*}
$$

We emphasize that the motion equations of a flat double pendulum will take an even simpler form if we introduce another pair of generalized coordinates $\varphi_{1}$ and $\varphi_{2}$, assuming $\varphi_{1}=\theta_{1}$ and $\varphi_{2}=\theta_{1}+\theta_{2}$. These new coordinates represent the absolute deviation angles of the pendulum links from the vertical (Fig. 2.4). As a
result, we get from (2.3.1) the expression for the kinetic energy [22]:

$$
\begin{equation*}
T=\frac{1}{2} m l^{2}\left[2 \dot{\varphi}_{1}^{2}+2 \cos \left(\varphi_{2}-\varphi_{1}\right) \dot{\varphi}_{1} \dot{\varphi}_{2}+\dot{\varphi}_{2}^{2}\right]=\frac{1}{2} \dot{\varphi}^{\mathrm{T}} \mathbf{A}(\boldsymbol{\varphi}) \dot{\boldsymbol{\varphi}}, \tag{2.3.4}
\end{equation*}
$$

where $\boldsymbol{\varphi}=\left[\varphi_{1}, \varphi_{2}\right]^{\mathrm{T}}$, and the symmetric matrix $\mathbf{A}(\boldsymbol{\varphi})$ now has the form:

$$
\mathbf{A}(\boldsymbol{\varphi})=m l^{2}\left[\begin{array}{cc}
2 & \cos \left(\varphi_{2}-\varphi_{1}\right)  \tag{2.3.5}\\
\cos \left(\varphi_{2}-\varphi_{1}\right) & 1
\end{array}\right]
$$

Potential energy according to (2.3.2) will then be determined by the formula:

$$
\begin{equation*}
\Pi=m g l\left(3-2 \cos \varphi_{1}-\cos \varphi_{2}\right) . \tag{2.3.6}
\end{equation*}
$$

Using again the Lagrange equations of the second kind in matrix form

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial T}{\partial \dot{\varphi}}-\frac{\partial T}{\partial \varphi}=-\frac{\partial \Pi}{\partial \varphi}, \tag{2.3.7}
\end{equation*}
$$

we arrive after transformations at a notation similar to (2.2.12), namely:

$$
\begin{equation*}
\mathbf{A}(\boldsymbol{\varphi}) \ddot{\varphi}+\mathbf{B}(\boldsymbol{\varphi}, \dot{\varphi})+\mathbf{C}(\boldsymbol{\varphi})=0 \tag{2.3.8}
\end{equation*}
$$

where the columns $\mathbf{B}(\boldsymbol{\varphi}, \dot{\boldsymbol{\varphi}})$ and $\mathbf{C}(\boldsymbol{\varphi})$ are now defined by expressions:

$$
\mathbf{B}(\boldsymbol{\varphi}, \dot{\boldsymbol{\varphi}})=m l^{2} \sin \left(\varphi_{2}-\varphi_{1}\right)\left[\begin{array}{c}
-\dot{\varphi}_{2}^{2}  \tag{2.3.9}\\
\dot{\varphi}_{1}^{2}
\end{array}\right], \quad \mathbf{C}(\boldsymbol{\varphi})=m g l\left[\begin{array}{c}
2 \sin \varphi_{1} \\
\sin \varphi_{2}
\end{array}\right] .
$$

It can be seen that this notation is more preferable in the study of free motions of a flat double pendulum. This ensures the advantage of the angles $\varphi_{1}$ and $\varphi_{2}$ over the interlink angles $\theta_{1}$ and $\theta_{2}$, in which the motion equations have a more complex form. We also write the energy integral for this case based on the expressions (2.3.4) and (2.3.6):
$E=\frac{1}{2} m l^{2}\left[2 \dot{\varphi}_{1}^{2}+2 \dot{\varphi}_{1} \dot{\varphi}_{2} \cos \left(\varphi_{2}-\varphi_{1}\right)+\dot{\varphi}_{2}^{2}\right]+m g l\left(3-2 \cos \varphi_{1}-\cos \varphi_{2}\right)=$ const.
For numerical integration of the matrix equation (2.3.8), it should be solved with respect to the column of generalized accelerations by analogy with (2.2.15):

$$
\begin{equation*}
\ddot{\varphi}=-\mathbf{A}^{-1}(\varphi)[\mathbf{B}(\varphi, \dot{\varphi})+\mathbf{C}(\varphi)] . \tag{2.3.11}
\end{equation*}
$$

2. Orthogonal double pendulum. Let us now consider another particular case, when $\alpha=\pi / 2$. Such a double pendulum will be further called orthogonal,


Fig. 2.5. Orthogonal double pendulum
and thus emphasizes that in this version the joint axes of both pendulums are perpendicular (Fig. 2.5) [50]. In this case, the expressions (2.2.9) and (2.2.13) are also significantly simplified, becoming:

$$
\mathbf{A}(\boldsymbol{\theta})=m l^{2}\left[\begin{array}{cc}
2+2 \cos \theta_{2}+\cos ^{2} \theta_{2} & 0  \tag{2.3.12}\\
0 & 1
\end{array}\right], \quad \mathbf{A}^{\mathrm{T}}=\mathbf{A}
$$

$$
\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})=m l^{2} \sin \theta_{2}\left[\begin{array}{c}
-2\left(1+\cos \theta_{2}\right) \dot{\theta}_{1} \dot{\theta}_{2}  \tag{2.3.13}\\
\left(1+\cos \theta_{2}\right) \dot{\theta}_{1}^{2}
\end{array}\right], \quad \mathbf{C}(\boldsymbol{\theta})=m g l\left[\begin{array}{c}
\left(2+\cos \theta_{2}\right) \sin \theta_{1} \\
\sin \theta_{2} \cos \theta_{1}
\end{array}\right] .
$$

### 2.4. Determination of Frequencies and Modes of Small Oscillations of Spatial Double Pendulum

We turn now to the analysis of the linear model of spatial double pendulum. For this purpose, we linearize the nonlinear motion equation (2.2.12) near the stable equilibrium $\theta_{1}=0, \theta_{2}=0$ and obtain the traditional linear matrix equation:

$$
\begin{equation*}
\mathbf{A}_{0} \ddot{\boldsymbol{\theta}}+\mathbf{C}_{0} \boldsymbol{\theta}=0 \tag{2.4.1}
\end{equation*}
$$

where the constant symmetric matrices of inertial $\mathbf{A}_{0}$ and quasi-elastic $\mathbf{C}_{0}$ coefficients have the forms:

$$
\mathbf{A}_{0}=m l^{2}\left[\begin{array}{cc}
5 & 2 \cos \alpha  \tag{2.4.2}\\
2 \cos \alpha & 1
\end{array}\right], \quad \mathbf{C}_{0}=m g l\left[\begin{array}{cc}
3 & \cos \alpha \\
\cos \alpha & 1
\end{array}\right] .
$$

The equation (2.4.1) corresponds to the following quadratic approximations of the kinetic and potential energies:

$$
\begin{align*}
T & =\frac{1}{2} m l^{2}\left(5 \dot{\theta}_{1}^{2}+4 \cos \alpha \dot{\theta}_{1} \dot{\theta}_{2}+\dot{\theta}_{2}^{2}\right)=\frac{1}{2} \dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}},  \tag{2.4.3}\\
\Pi & =\frac{1}{2} m g l\left(3 \theta_{1}^{2}+2 \cos \alpha \theta_{1} \theta_{2}+\theta_{2}^{2}\right)=\frac{1}{2} \boldsymbol{\theta}^{\mathrm{T}} \mathbf{C}_{0} \boldsymbol{\theta} .
\end{align*}
$$

1. Determination of oscillation frequencies. We will seek the solution of the matrix equation (2.4.1) in the form of single-frequency harmonic oscillations:

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta} \cos \left(k_{0} t+\psi_{0}\right), \tag{2.4.4}
\end{equation*}
$$

where $\boldsymbol{\Theta}$ is the unknown column of oscillation amplitudes of generalized coordinates, $k_{0}$ is the oscillation frequency, $\psi_{0}$ is the initial oscillation phase. Substituting the solution (2.4.4) into the equation (2.4.1), we obtain a matrix algebraic equation with respect to the column $\boldsymbol{\Theta}$ :

$$
\begin{equation*}
\left(\mathbf{C}_{0}-k_{0}^{2} \mathbf{A}_{0}\right) \Theta=0 \tag{2.4.5}
\end{equation*}
$$

This equation has a nontrivial solution only when determinant of matrix $\mathbf{C}_{0}-k_{0}^{2} \mathbf{A}_{0}$ turns to zero:

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{C}_{0}-k_{0}^{2} \mathbf{A}_{0}\right)=0 \tag{2.4.6}
\end{equation*}
$$

Revealing this determinant taking into account representations (2.4.2), we arrive at the frequency equation, which is biquadratic with respect to the required frequency $k_{0}$ :

$$
\begin{equation*}
\left(1+4 \sin ^{2} \alpha\right) k_{0}^{4}-4\left(1+\sin ^{2} \alpha\right) \frac{g}{l} k_{0}^{2}+\left(2+\sin ^{2} \alpha\right) \frac{g^{2}}{l^{2}}=0 . \tag{2.4.7}
\end{equation*}
$$

For the convenience of further actions, we introduce the notation: $k=\sqrt{g / l}$ is the frequency of small oscillations of an ordinary mathematical pendulum of length $l$, $p_{0}=k_{0} / k$ is the dimensionless oscillation frequency of spatial double pendulum. Then the equation (2.4.7) becomes:

$$
\begin{equation*}
\left(1+4 \sin ^{2} \alpha\right) p_{0}^{4}-4\left(1+\sin ^{2} \alpha\right) p_{0}^{2}+2+\sin ^{2} \alpha=0 . \tag{2.4.8}
\end{equation*}
$$

Solving this equation with respect to $p_{0}$, we find the dimensionless frequencies:

$$
\begin{equation*}
p_{s 0}=\sqrt{\frac{2\left(1+\sin ^{2} \alpha\right) \pm \sqrt{2-\sin ^{2} \alpha}}{1+4 \sin ^{2} \alpha}}, \quad s=1,2 . \tag{2.4.9}
\end{equation*}
$$

Natural frequencies $k_{s 0}$ are obtained by multiplying the dimensionless frequencies by factor $k$. We emphasize that here and below the lower sign corresponds to the first frequency (for $s=1$ ), and the upper sign corresponds to the second frequency (for $s=2$ ). We also note that here, for convenience, the frequencies are provided with the index " 0 ", in order not to confuse them with the frequencies of the dissipative and controlled systems, as well as with the frequencies of the nonlinear system.

Let us analyze the dependencies of the dimensionless frequencies on the angle $\alpha$ (2.4.9). It is easy to see that for a flat double pendulum to which the value $\alpha=0$ corresponds, we obtain widely known results [14]:

$$
\begin{equation*}
p_{10}=\sqrt{2-\sqrt{2}} \approx 0.7654, \quad p_{20}=\sqrt{2+\sqrt{2}} \approx 1.8478 \tag{2.4.10}
\end{equation*}
$$

For an orthogonal double pendulum with $\alpha=\pi / 2$ we have:

$$
\begin{equation*}
p_{10}=\sqrt{\frac{3}{5}} \approx 0.7746, \quad p_{20}=1 \tag{2.4.11}
\end{equation*}
$$

It is easy to understand that the first of these frequencies corresponds to the movement of a two-link pendulum as a single link with two weights of mass $m$ fixed on it at distances $l$ and $2 l$ from the fixed joint, and the other frequency corresponds to the second link movement as an ordinary pendulum with the fixed first link.

It is also possible to obtain approximate dependencies for oscillation frequencies near the boundary values $\alpha=0$ and $\alpha=\pi / 2$. Expanding (2.4.9) into a Taylor series in $\alpha$ in the locality of point $\alpha=0$ and holding only one correction, we find:

$$
\begin{equation*}
p_{10}=\sqrt{2-\sqrt{2}}\left(1+\frac{5 \sqrt{2}-7}{8} \alpha^{2}\right), \quad p_{20}=\sqrt{2+\sqrt{2}}\left(1-\frac{5 \sqrt{2}+7}{8} \alpha^{2}\right) . \tag{2.4.12}
\end{equation*}
$$

It can be seen that coefficient at $\alpha^{2}$ in the bracket for the frequency $p_{10}$ is 0.0089 , while for the frequency $p_{20}$ it is $(-1.7589)$. Therefore, as $\alpha$ increases from 0 , the first frequency increases very slightly, while the second frequency begins to
decrease significantly. Similarly, approximate formulas can also be obtained near $\alpha=\pi / 2$ by expanding expressions (2.4.9) in the power series of a small parameter $\varepsilon=\pi / 2-\alpha$, keeping as before only one correction:

$$
\begin{equation*}
p_{10}=\sqrt{\frac{3}{5}}\left(1-\frac{1}{60} \varepsilon^{2}\right), \quad p_{20}=1+\frac{1}{4} \varepsilon^{2} . \tag{2.4.13}
\end{equation*}
$$

It can be seen from this, that with decreasing $\alpha$ from $\pi / 2$, the first frequency decreases only slightly, while the second frequency increases to a greater extent.

Curves of the dependence of dimensionless frequencies $p_{s 0}$ on the angle $\alpha$ are presented in Fig. 2.6. It is seen clearly from them that the first frequency is almost independent of $\alpha$. Indeed, its highest value (at $\alpha=\pi / 2$ ) differs from the lowest one (at $\alpha=0$ ) by only $1.2 \%$. The second frequency depends on $\alpha$ much more significantly.

$\alpha$
Fig. 2.6. Graph dependencies of frequencies $p_{10}$ and $p_{20}$ on angle $\alpha$


Fig. 2.7. Graph dependencies of values $\beta_{10}$ and $\beta_{20}$ on angle $\alpha$
2. Determination of oscillations modes. Let us now find the eigenmodes corresponding to the found frequencies $p_{s 0}$. They are determined by the ratio between the components of the column $\boldsymbol{\Theta}=\left[\Theta_{1}, \Theta_{2}\right]^{\mathrm{T}}$, i.e., by the ratio between
the oscillation amplitudes $\Theta_{2}$ and $\Theta_{1}$ of the rotation angles $\theta_{2}$ and $\theta_{1}$ in the pendulum joints. We characterize the oscillation mode by the relation $\beta_{s 0}=$ $\Theta_{2 s} / \Theta_{1 s}$. This value can be found from any of the two scalar equations corresponding to the matrix equation (2.4.5), for example, the second as simpler, because these equations become linearly dependent after substituting frequencies in them due to the condition (2.4.6). As a result, after transformations we obtain:

$$
\begin{equation*}
\beta_{s 0}=-\frac{\cos \alpha\left(1-2 p_{s 0}^{2}\right)}{1-p_{s 0}^{2}}=-\frac{3 \pm 2 \sqrt{2-\sin ^{2} \alpha}}{\cos 2 \alpha \pm \sqrt{2-\sin ^{2} \alpha}} \cos \alpha, \quad s=1,2 . \tag{2.4.14}
\end{equation*}
$$

Of course, the oscillation modes $\boldsymbol{\Theta}_{(s)}$ are determined up to a constant factor. Therefore, for further actions, it will be necessary to set some value $\Theta_{1 s}$, for example, $\Theta_{1 s}=1$. Then the value $\Theta_{2 s}$ will be equal to $\beta_{s 0}$, and the oscillation modes can be written as: $\boldsymbol{\Theta}_{(s)}=\left[1, \beta_{s 0}\right]^{\mathrm{T}}$.

Let's look again at particular cases. For a flat double pendulum, when $\alpha=0$, we find according to (2.4.14):

$$
\begin{equation*}
\beta_{10}=\sqrt{2}-1 \approx 0.4142, \quad \beta_{20}=-1-\sqrt{2} \approx-2.4142 \tag{2.4.15}
\end{equation*}
$$

If we consider the oscillation modes, taking the absolute angles $\varphi_{1}$ and $\varphi_{2}$ as generalized coordinates, then another relation should be introduced: $\mu_{s 0}=\Phi_{2 s} / \Phi_{1 s}$ $=\Theta_{2 s} / \Theta_{1 s}+1=\beta_{s 0}+1$ because $\varphi_{1}=\theta_{1}, \varphi_{2}=\theta_{1}+\theta_{2}$. Then we get the following values $\mu_{s 0}$ :

$$
\begin{equation*}
\mu_{10}=\sqrt{2} \approx 1.4142, \quad \mu_{20}=-\sqrt{2} \approx-1.4142 \tag{2.4.16}
\end{equation*}
$$

Assuming for simplicity that for each of the oscillation modes $\Phi_{1 s}=1$, we obtain $\Phi_{2 s}=\mp \sqrt{2}$, so that the oscillation modes in the case under consideration can be represented as the following columns:

$$
\boldsymbol{\Phi}_{(1)}=\left[\begin{array}{c}
1  \tag{2.4.17}\\
\sqrt{2}
\end{array}\right], \quad \boldsymbol{\Phi}_{(2)}=\left[\begin{array}{c}
1 \\
-\sqrt{2}
\end{array}\right] .
$$

For the case $\alpha=\pi / 2$ corresponding to an orthogonal double pendulum we find the following relations $\beta_{s 0}=\Theta_{2 s} / \Theta_{1 s}$ according to (2.4.14):

$$
\begin{equation*}
\beta_{10}=0, \quad \beta_{20}=-\infty, \tag{2.4.18}
\end{equation*}
$$

and in the second case we have indeterminacy $0 / 0$, which is easily revealed, for example, according to L'Hopital's rule. Formulas (2.4.18) mean that in this case,
we can take the oscillation modes in the form: $\boldsymbol{\Theta}_{(1)}=[1,0]^{\mathrm{T}}$ and $\boldsymbol{\Theta}_{(2)}=[0,1]^{\mathrm{T}}$, so the oscillations in both degrees of freedom in this case are independent. This fact also is followed from expressions for matrices (2.4.2), when each of them becomes diagonal at $\alpha=\pi / 2$


Fig. 2.8. Oscillation modes of spatial double pendulum

We also obtain approximate formulas for the values $\beta_{s 0}$ near the points $\alpha=0$ and $\alpha=\pi / 2$. Expanding (2.4.14) into a Taylor series in $\alpha$ in the locality of point $\alpha=0$ and keeping only one correction, we find:

$$
\begin{equation*}
\beta_{s 0}=(-1 \mp \sqrt{2})\left(1 \pm \frac{\sqrt{2}}{4} \alpha^{2}\right) . \tag{2.4.19}
\end{equation*}
$$

To find approximating formulas near the point $\alpha=\pi / 2$ we set again $\varepsilon=\pi / 2-\alpha$ and obtain the following approximate expressions:

$$
\begin{equation*}
\beta_{10}=\frac{\varepsilon}{2}, \quad \beta_{20}=-\frac{2}{\varepsilon} . \tag{2.4.20}
\end{equation*}
$$

Curves of the dependence of values $\beta_{s 0}$ on the angle $\alpha$ are presented in Fig. 2.7. Considering that we have $\beta_{10}>0$ and $\beta_{20}<0$ for any value $\alpha$ in the range from 0 to $\pi / 2$, we can schematically represent the oscillation modes of spatial double pendulum in Fig. 2.8.
3. Orthogonality conditions and normalization coefficients. We note that the found oscillation modes satisfy the orthogonality conditions [147]:

$$
\begin{equation*}
\boldsymbol{\Theta}_{(1)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\Theta}_{(2)}=0, \quad \boldsymbol{\Theta}_{(1)}^{\mathrm{T}} \mathbf{C}_{0} \boldsymbol{\Theta}_{(2)}=0 . \tag{2.4.21}
\end{equation*}
$$

In addition, we will also need the normalization coefficients $N_{s}$, which are determined by the formulas:

$$
\begin{equation*}
\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\Theta}_{(s)}=N_{s}, \quad \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{C}_{0} \boldsymbol{\Theta}_{(s)}=N_{s} k_{s 0}^{2} . \tag{2.4.22}
\end{equation*}
$$

In the case under consideration, we have:

$$
\begin{equation*}
N_{s}=m l^{2}\left(5+4 \cos \alpha \beta_{s 0}+\beta_{s 0}^{2}\right) . \tag{2.4.23}
\end{equation*}
$$

For further calculations, it is also convenient to introduce dimensionless normalization coefficients $H_{s}=N_{s} / m l^{2}$ :

$$
\begin{equation*}
H_{s}=5+4 \cos \alpha \beta_{s 0}+\beta_{s 0}^{2} . \tag{2.4.24}
\end{equation*}
$$

We note that when studying a flat double pendulum, it is more convenient to introduce normalization coefficients for modes written in absolute angles. In this case, according to (2.3.5) and (2.3.9), the constant matrices of inertial and quasi-elastic coefficients are determined by the expressions:

$$
\mathbf{A}_{0}=m l^{2}\left[\begin{array}{ll}
2 & 1  \tag{2.4.25}\\
1 & 1
\end{array}\right], \quad \mathbf{C}_{0}=m g l\left[\begin{array}{ll}
2 & 0 \\
0 & 1
\end{array}\right]
$$

Given these expressions, it is easy to check directly that the previously recorded oscillation modes (2.4.17) also satisfy the orthogonality conditions:

$$
\begin{equation*}
\boldsymbol{\Phi}_{(1)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\Phi}_{(2)}=0, \quad \boldsymbol{\Phi}_{(1)}^{\mathrm{T}} \mathbf{C}_{0} \boldsymbol{\Phi}_{(2)}=0, \tag{2.4.26}
\end{equation*}
$$

and the normalization coefficients for these modes in the original and dimensionless versions will be equal to

$$
\begin{equation*}
N_{s}=\boldsymbol{\Phi}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\Phi}_{(s)}=2(2 \mp \sqrt{2}) m l^{2}, \quad H_{s}=2(2 \mp \sqrt{2}) . \tag{2.4.27}
\end{equation*}
$$

4. Construction of a general solution. The general solution of the problem of small free oscillations of spatial double pendulum can be written as a superposition of two oscillation modes:

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta}_{(1)} a_{1} \cos \psi_{1}+\boldsymbol{\Theta}_{(2)} a_{2} \cos \psi_{2}, \tag{2.4.28}
\end{equation*}
$$

where the full phases $\psi_{1}$ and $\psi_{2}$ are defined by the formulas:

$$
\begin{equation*}
\psi_{1}=k_{10} t+\psi_{10}, \quad \psi_{2}=k_{20} t+\psi_{20} \tag{2.4.29}
\end{equation*}
$$

where $\psi_{10}, \psi_{20}$ are the initial values of these phases, and $a_{1}$ and $a_{2}$ are values characterizing the amplitudes of each of the oscillation modes in the solution (2.4.28), and they are determined by given columns of initial conditions $\boldsymbol{\theta}_{0}, \dot{\boldsymbol{\theta}}_{0}$ for $t=0$. It can be seen from (2.4.28) that, in the general case, the oscillations of a double pendulum have a two-frequency character, i.e., they are not strictly periodic. However, if the initial conditions are chosen in a special way, then it is possible to achieve oscillations of the system in only one of the modes. To discuss this issue in more detail, we write a system for determining unknown integration constants:

$$
\left\{\begin{array}{c}
\boldsymbol{\theta}_{0}=\boldsymbol{\Theta}_{(1)} a_{1} \cos \psi_{10}+\boldsymbol{\Theta}_{(2)} a_{2} \cos \psi_{20}  \tag{2.4.30}\\
\dot{\boldsymbol{\theta}}_{0}=-\boldsymbol{\Theta}_{(1)} a_{1} k_{10} \sin \psi_{10}-\boldsymbol{\Theta}_{(2)} a_{2} k_{20} \sin \psi_{20}
\end{array}\right.
$$

Multiplying each of these equations by $\Theta_{(1)}^{\mathrm{T}} \mathbf{A}_{0}$ on the left and taking into account the first orthogonality condition (2.4.21), we find:

$$
\begin{equation*}
C_{1}=a_{1} \cos \psi_{10}=\frac{\mathbf{\Theta}_{(1)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}}{N_{1}}, \quad D_{1}=-a_{1} \sin \psi_{10}=\frac{\mathbf{\Theta}_{(1)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}_{0}}{N_{1} k_{10}} . \tag{2.4.31}
\end{equation*}
$$

Similarly, if we multiply each of the equations (2.4.30) by $\Theta_{(2)}^{\mathrm{T}} \mathbf{A}_{0}$ on the left, we get two more relations:

$$
\begin{equation*}
C_{2}=a_{2} \cos \psi_{20}=\frac{\boldsymbol{\Theta}_{(2)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}}{N_{2}}, \quad D_{2}=-a_{2} \sin \psi_{20}=\frac{\boldsymbol{\Theta}_{(2)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}_{0}}{N_{2} k_{20}} \tag{2.4.32}
\end{equation*}
$$

It should be emphasized that it does not make sense to find the constants $\psi_{10}$, $\psi_{20}, a_{1}$ and $a_{2}$, since the expression (2.4.28) taking into account (2.4.29), (2.4.31) and (2.4.32) can be rewritten as:

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta}_{(1)}\left(C_{1} \cos k_{10} t+D_{1} \sin k_{10} t\right)+\boldsymbol{\Theta}_{(2)}\left(C_{2} \cos k_{20} t+D_{2} \sin k_{20} t\right) \tag{2.4.33}
\end{equation*}
$$

therefore it is sufficient to know only $C_{1}, D_{1}, C_{2}$ and $D_{2}$ according to (2.4.31) and (2.4.32). Now it is easy to understand that in order for the motion of a double pendulum to be single-frequency, i.e., to represent only one mode, for example, the first one, we should set the initial conditions in the form:

$$
\begin{equation*}
\boldsymbol{\theta}_{0}=\mu \boldsymbol{\Theta}_{(1)}, \quad \dot{\boldsymbol{\theta}}_{0}=\eta \boldsymbol{\Theta}_{(1)}, \tag{2.4.34}
\end{equation*}
$$

i.e. proportional to this modes, where $\mu$ and $\eta$ are arbitrary constants. Indeed, in this case, according to (2.4.32), we will have $C_{2}=0, D_{2}=0$. Similarly, to excite only the second mode, the initial motion conditions should be set in the form:

$$
\begin{equation*}
\boldsymbol{\theta}_{0}=\mu \boldsymbol{\Theta}_{(2)}, \quad \dot{\boldsymbol{\theta}}_{0}=\eta \boldsymbol{\Theta}_{(2)} . \tag{2.4.35}
\end{equation*}
$$

### 2.5. Dissipative Model of Spatial Double Pendulum

The conservative model of spatial double pendulum was considered above and its small oscillations were analyzed. At the same time, it is clear that in any real system there are inevitably resistance forces that arise naturally (friction in the articulation joints, resistance from the environment, etc.), which must be taken into account in order to build a more adequate model of this system. In addition, dissipative forces can be specially introduced into the system using friction elements (oscillation dampers). Various dissipative models of a flat double pendulum in the presence of viscous, dry and quadratic friction are presented in $[18,45,115,136]$.

Let us turn to the study of the simplest dissipative model of spatial double pendulum, assuming that it has viscous friction in both of its joints with the same coefficient $b$ [141]. As is known, a dissipative Rayleigh function is constructed to take into account friction forces, and it has the following form in the case under consideration [32]:

$$
R=\frac{1}{2} b\left(\dot{\theta}_{1}^{2}+\dot{\theta}_{2}^{2}\right)=\frac{1}{2} \dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{B}_{\mathbf{0}} \dot{\boldsymbol{\theta}}, \quad \mathbf{B}_{0}=b\left[\begin{array}{ll}
1 & 0  \tag{2.5.1}\\
0 & 1
\end{array}\right],
$$

where the matrix of dissipative coefficients $\mathbf{B}_{0}$ is diagonal. Using the Lagrange equations of the second kind for a dissipative system in matrix form

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}-\frac{\partial T}{\partial \boldsymbol{\theta}}=-\frac{\partial \Pi}{\partial \boldsymbol{\theta}}-\frac{\partial R}{\partial \dot{\boldsymbol{\theta}}} \tag{2.5.2}
\end{equation*}
$$

and bearing in mind the further study of the linear model of the dissipative process, let us substitute into (2.5.2) immediately the quadratic approximations of the kinetic and potential energies (2.4.3), as well as the dissipative function (2.5.1). As a result, we can arrive at a matrix equation in the classical form [10]:

$$
\begin{equation*}
\mathbf{A}_{0} \ddot{\boldsymbol{\theta}}+\mathbf{B}_{0} \dot{\boldsymbol{\theta}}+\mathbf{C}_{0} \boldsymbol{\theta}=0, \tag{2.5.3}
\end{equation*}
$$

where constant matrices of inertial $\mathbf{A}_{0}$ and quasi-elastic $\mathbf{C}_{0}$ coefficients have representations (2.4.2). We will look for a solution of the equation (2.5.3) in the form

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta} e^{\lambda t} \tag{2.5.4}
\end{equation*}
$$

Substituting (2.5.4) into (2.5.3), we arrive at an algebraic matrix equation for the unknown column $\boldsymbol{\Theta}$ :

$$
\begin{equation*}
\left(\mathbf{A}_{0} \lambda^{2}+\mathbf{B}_{0} \lambda+\mathbf{C}_{0}\right) \boldsymbol{\Theta}=0 \tag{2.5.5}
\end{equation*}
$$

for which the condition for the existence of a nontrivial solution has the form:

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{A}_{0} \lambda^{2}+\mathbf{B}_{0} \lambda+\mathbf{C}_{0}\right)=0 \tag{2.5.6}
\end{equation*}
$$

To solve this characteristic equation, we analyze the structure of the matrices $\mathbf{A}_{0}$, $\mathbf{B}_{0}$, and $\mathbf{C}_{0}$. It is easy to establish that for any value of the angle $\alpha$ there is a simple linear relationship between them:

$$
\begin{equation*}
\mathbf{A}_{0}+\frac{1}{2 n} \mathbf{B}_{0}=\frac{2}{k^{2}} \mathbf{C}_{0}, \quad 2 n=\frac{b}{m l^{2}}, \tag{2.5.7}
\end{equation*}
$$

where, for convenience, the value $n$ is introduced, which has the meaning of the damping factor of small oscillations of an ordinary mathematical pendulum of length $l$ with an end load of mass $m$, and viscous friction with coefficient $b$ acts in its joint. Eliminating (2.5.7) matrix $\mathbf{B}_{0}$ from (2.5.6), we get the following equation:

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{A}_{0}\left(\lambda^{2}-2 n \lambda\right)+\mathbf{C}_{0}\left(1+\frac{4 n}{k^{2}} \lambda\right)\right]=0 \tag{2.5.8}
\end{equation*}
$$

By comparing it with the frequency equation of the conservative system (2.4.6), which is satisfied by the natural frequencies $k_{s 0}$ without dissipative forces, we establish that values $\lambda$ are determined from the following two equations:

$$
\begin{equation*}
\lambda^{2}-2 n \lambda=-k_{s 0}^{2}\left(1+\frac{4 n}{k^{2}} \lambda\right), \quad s=1,2 \tag{2.5.9}
\end{equation*}
$$

It also follows from this that oscillation modes of the dissipative system, determined from (2.5.5) taking into account (2.5.7) and (2.5.9), will remain the same as in the conservative system, i.e., they will match the previously found columns $\boldsymbol{\Theta}_{(s)}$ [10].

It is well known that dissipative forces in a multidimensional mechanical system in the general case distort free oscillation modes, which took place in the absence of friction [147]. In addition, if the dissipative forces are quite large, which occurs when friction elements (oscillation dampers) are specially introduced into the system, then they can significantly distort the oscillation modes [78]. However, in some cases of damping, which are of particular interest, it turns out that the introduction of both small and large dissipative forces into the system does not
violate its conservative oscillation modes $[16,61]$. This circumstance will make it possible to damp the oscillations of the systems according to its own, i.e., natural movements, without distorting their general character, but only by decreasing the amplitudes of each mode. In particular, if the movement of the system represents only one oscillation mode, then only this mode should be smoothly extinguished without complicating its structure. It is known that a similar effect occurs only for the so-called "proportional damping", which takes place in our case, since the matrix $\mathbf{B}_{0}$ is a linear combination of matrices $\mathbf{A}_{0}$ and $\mathbf{C}_{0}$ according to (2.5.7). This remarkable property of spatial double pendulum with identical geometrical, inertial and dissipative parameters at any angle $\alpha$ makes it possible to obtain the simplest analytical expressions and qualitatively analyze the movements of spatial double pendulum in the presence of viscous friction, as well as investigate in detail many additional issues. We note that if the friction is too high, the fading of some part of the solution may already be aperiodic, and as a result, it is more correct to call the column $\boldsymbol{\Theta}_{(s)}$ corresponding to it not the oscillation mode, but the motion mode.

We emphasize that for an arbitrary spatial double pendulum with different masses of end loads and different lengths of links, proper selection of two dissipative coefficients of articulated viscous friction can ensure the independence of the oscillation modes from damping. Indeed, the "proportional damping" condition $\mathbf{B}_{0}=\gamma_{A} \mathbf{A}_{0}+\gamma_{C} \mathbf{C}_{0}$ in scalar form gives a system of three equations for finding four values - two dissipative coefficients and two uncertain parameters $\gamma_{A}, \gamma_{C}$, so that it is underdetermined. As a result, there is not one solution, but a family of them, which allows to choose dissipative coefficients to provide the desired condition, as shown in [141]. However, for more complex multi-link structures, the situation is completely different. For example, for a three-link pendulum, we can control the values of the dissipative coefficients in each of the three joints and we have two more undefined parameters $\gamma_{A}$ and $\gamma_{C}$, while the "proportional damping" condition will already give six scalar equations. Therefore, in this situation we get an overdetermined system, which is incompatible in the general case. A similar conclusion can be drawn for systems with a large number of degrees of freedom, so that of all multi-links, only a two-link with arbitrary parameters of its links and loads can have the property of independence of the oscillation modes from damping.

Returning now to the equations (2.5.9) for the original scheme of spatial double pendulum with identical geometric, inertial and dissipative parameters, we transform them to the form:

$$
\begin{equation*}
\lambda^{2}+2 n_{s} \lambda+k_{s 0}^{2}=0, \quad s=1,2, \tag{2.5.10}
\end{equation*}
$$

where the following notation is introduced:

$$
\begin{equation*}
n_{s}=\left(2 p_{s 0}^{2}-1\right) n=\frac{3 \pm 2 \sqrt{2-\sin ^{2} \alpha}}{1+4 \sin ^{2} \alpha} n . \tag{2.5.11}
\end{equation*}
$$

The solutions of the equations (2.5.10) obviously have the form:

$$
\begin{equation*}
\lambda_{1,2}=-n_{1} \pm i k_{1}, \quad \lambda_{3,4}=-n_{2} \pm i k_{2}, \tag{2.5.12}
\end{equation*}
$$

where the notation is also adopted:

$$
\begin{equation*}
k_{s}=\sqrt{k_{s 0}^{2}-n_{s}^{2}} \tag{2.5.13}
\end{equation*}
$$

It is clear that the values $k_{s}$ can be both real and imaginary. If they are real, they will represent the frequencies of free oscillations of spatial double pendulum with viscous friction, and the values $n_{s}$ represent then the damping factors of each mode. Otherwise, already aperiodic damping will take place according to the form $\boldsymbol{\Theta}_{(s)}$. To assess the character of the oscillating fading of the modes, we introduce dimensionless coefficients $\eta_{s}=n_{s} / n$ and write down their expressions:

$$
\begin{equation*}
\eta_{s}=2 p_{s 0}^{2}-1=\frac{3 \pm 2 \sqrt{2-\sin ^{2} \alpha}}{1+4 \sin ^{2} \alpha}, \quad s=1,2 . \tag{2.5.14}
\end{equation*}
$$

This shows that $\eta_{2}<\eta_{1}$, so the oscillation modes are not damped in the same way, and the second mode always fades out faster than the first one. The graph dependencies of the values $\eta_{1}$ and $\eta_{2}$ on the angle $\alpha$ are shown in Fig. 2.9. It can be seen that $\eta_{1}$ increases slightly with increasing angle $\alpha$, while $\eta_{2}$ decreases, changing much more significantly.

Let us write down the expressions for the dimensionless oscillation frequencies $p_{s}=k_{s} / k:$

$$
\begin{align*}
p_{s} & =\sqrt{p_{s 0}^{2}-\left(2 p_{s 0}^{2}-1\right)^{2} \nu^{2}}= \\
& =\sqrt{\frac{2\left(1+\sin ^{2} \alpha\right) \pm \sqrt{2-\sin ^{2} \alpha}}{1+4 \sin ^{2} \alpha}-\left(\frac{3 \pm 2 \sqrt{2-\sin ^{2} \alpha}}{1+4 \sin ^{2} \alpha}\right)^{2} \nu^{2}} \tag{2.5.15}
\end{align*}
$$



Fig. 2.9. Graph dependencies of values $\eta_{1}$ and $\eta_{2}$ on angle $\alpha$

Fig. 2.10. Graph dependencies of values


Fig. 2.11. Graph dependencies of oscillation frequencies $p_{1}$ and $p_{2}$ with viscous friction on the parameter $\nu$
where $\nu=n / k$ is dimensionless damping factor of an ordinary pendulum which can also be called the dimensionless dissipative coefficient. It can be seen from (2.5.15) that the values $p_{s}$ are real if the following conditions are respectively fulfilled:

$$
\begin{equation*}
p_{s} \in R \Rightarrow \nu<\nu_{s 0}=\frac{p_{s 0}}{2 p_{s 0}^{2}-1}=\sqrt{\frac{\left(1+4 \sin ^{2} \alpha\right)\left[2\left(1+\sin ^{2} \alpha\right) \pm \sqrt{2-\sin ^{2} \alpha}\right]}{\left(3 \pm 2 \sqrt{2-\sin ^{2} \alpha}\right)^{2}}} . \tag{2.5.16}
\end{equation*}
$$

It is not hard to show that $\nu_{20}<\nu_{10}$. Indeed, since $p_{20}>p_{10}$, then the following chain of relations takes place:

$$
\begin{equation*}
\nu_{20}=\frac{p_{20}}{2 p_{20}^{2}-1}=\frac{1}{p_{20}} \frac{1}{2-1 / p_{20}^{2}}<\frac{1}{p_{10}} \frac{1}{2-1 / p_{10}^{2}}=\frac{p_{10}}{2 p_{10}^{2}-1}=\nu_{10} . \tag{2.5.17}
\end{equation*}
$$

Consequently, the second frequency becomes zero with increasing $\nu$ earlier than the first one. This means that the second frequency will become less than the first, starting from a certain value $\nu$, which we will designate as $\nu_{0}$. To determine this value, let us equate the frequencies $p_{1}$ and $p_{2}$ according to (2.5.15) to each other. As a result, we get the following equation:

$$
\begin{equation*}
\sqrt{p_{10}^{2}-\left(2 p_{10}^{2}-1\right)^{2} \nu_{0}^{2}}=\sqrt{p_{20}^{2}-\left(2 p_{20}^{2}-1\right)^{2} \nu_{0}^{2}} . \tag{2.5.18}
\end{equation*}
$$

Solving it relatively $\nu_{0}$, we find:

$$
\begin{equation*}
\nu_{0}=\frac{1}{2 \sqrt{p_{10}^{2}+p_{20}^{2}-1}}=\frac{\sqrt{1+4 \sin ^{2} \alpha}}{2 \sqrt{3}} . \tag{2.5.19}
\end{equation*}
$$

The graph dependencies of values $\nu_{10}, \nu_{20}$ and $\nu_{0}$ on the angle $\alpha$ art presented in Fig. 2.10. These graphs, together with the dependencies shown in Fig. 2.9, clearly illustrate the change in the basic values that characterize the dissipative model of spatial double pendulum with increasing the angle between the joint axes. The graph dependencies of values $p_{1}$ and $p_{2}$ on $\nu$ are qualitatively presented in Fig. 2.11, where the case of coincidence of frequencies $p_{1}=p_{2}$ is clearly visible, which can be called dissipative internal resonance, and it can be of certain theoretical and practical interest. These considerations emphasize the fact that instead of the terms "first frequency" (i.e., the lowest) and "second frequency" (i.e., the highest), it is sometimes preferable to use the terms "first mode" and "second mode".

Now we consider the particular cases and write out the specific values of all key parameters for them. So, for a flat double pendulum $(\alpha=0)$ we have from (2.5.14):

$$
\begin{equation*}
\eta_{1}=3-2 \sqrt{2} \approx 0.1716, \quad \eta_{2}=3+2 \sqrt{2} \approx 5.828 \tag{2.5.20}
\end{equation*}
$$

whence it can be seen that $\eta_{2} / \eta_{1}=17+12 \sqrt{2} \approx 33.97$, i.e., the damping factor for the second mode is much greater than for the first one. Therefore, the second mode disappears very quickly, and then there is a slow attenuation on the first mode. We find from formulas (2.5.15) at $\alpha=0$ the expressions for dimensionless frequencies [42]:

$$
\begin{equation*}
p_{1}=\sqrt{2-\sqrt{2}-(17-12 \sqrt{2}) \nu^{2}}, \quad p_{2}=\sqrt{2+\sqrt{2}-(17+12 \sqrt{2}) \nu^{2}}, \tag{2.5.21}
\end{equation*}
$$

and we also determine from formulas (2.5.16) and (2.5.19) values:

$$
\begin{equation*}
\nu_{10}=\sqrt{10+7 \sqrt{2}} \approx 4.4609, \quad \nu_{20}=\sqrt{10-7 \sqrt{2}} \approx 0.3170, \quad \nu_{0}=\frac{1}{2 \sqrt{3}} \approx 0.2887 \tag{2.5.22}
\end{equation*}
$$

In another particular case of an orthogonal double pendulum ( $\alpha=\pi / 2$ ) we find from (2.5.14):

$$
\begin{equation*}
\eta_{1}=\frac{1}{5}=0.2, \quad \eta_{2}=1, \tag{2.5.23}
\end{equation*}
$$

whence it follows that $\eta_{2} / \eta_{1}=5$, i.e., this ratio is an order of magnitude less than it was for $\alpha=0$. We find from (2.5.15) at $\alpha=\pi / 2$ the expressions:

$$
\begin{equation*}
p_{1}=\sqrt{\frac{3}{5}-\frac{1}{25} \nu^{2}}, \quad p_{2}=\sqrt{1-\nu^{2}}, \tag{2.5.24}
\end{equation*}
$$

and we also determine the values from formulas (2.5.16) and (2.5.19):

$$
\begin{equation*}
\nu_{10}=\sqrt{15} \approx 3.873, \quad \nu_{20}=1, \quad \nu_{0}=\frac{\sqrt{5}}{2 \sqrt{3}} \approx 0.6455 \tag{2.5.25}
\end{equation*}
$$

Returning now to the matrix motion equation (2.5.3), we compose its general solution in complex form:

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta}_{(1)} e^{-n_{1} t}\left(A_{1} e^{i k_{1} t}+B_{1} e^{-i k_{1} t}\right)+\boldsymbol{\Theta}_{(2)} e^{-n_{2} t}\left(A_{2} e^{i k_{2} t}+B_{2} e^{-i k_{2} t}\right) . \tag{2.5.26}
\end{equation*}
$$

Therefore, the column of generalized velocities will have the form:

$$
\begin{align*}
\dot{\boldsymbol{\theta}}=\boldsymbol{\Theta}_{(1)} e^{-n_{1} t}[ & \left.A_{1}\left(i k_{1}-n_{1}\right) e^{i k_{1} t}-B_{1}\left(i k_{1}+n_{1}\right) e^{-i k_{1} t}\right]+  \tag{2.5.27}\\
& +\boldsymbol{\Theta}_{(2)} e^{-n_{2} t}\left[A_{2}\left(i k_{2}-n_{2}\right) e^{i k_{2} t}-B_{1}\left(i k_{2}+n_{2}\right) e^{-i k_{2} t}\right] .
\end{align*}
$$

The complex integration constants $A_{s}$ and $B_{s}, s=1,2$ from the reality condition for $\boldsymbol{\theta}$ must satisfy the relation $B_{s}=\overline{A_{s}}$, and they are determined from the initial conditions and $\boldsymbol{\theta}_{0}, \dot{\boldsymbol{\theta}}_{0}$ by analogy with how it was done earlier for a conservative system. As a result, we can get:

$$
\begin{equation*}
A_{s}=\frac{\left(n_{s}+i k_{s}\right) \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}+\mathbf{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}_{0}}{2 i k_{s} N_{s}}, \quad B_{s}=\frac{-\left(n_{s}-i k_{s}\right) \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}-\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}_{0}}}{2 i k_{s} N_{s}} \tag{2.5.28}
\end{equation*}
$$

It is easy to understand that if the initial conditions are accepted in the form (2.4.34), then taking into account (2.4.21) from (2.5.28) we have $A_{2}=0, B_{2}=0$, i.e., the damping of movements will be carried out only according to the first mode. By analogy, under the conditions (2.4.35) the damping will take place only on the second mode.

Note that the resulting solution (2.5.26), taking into account (2.5.28), is valid for any value of the coefficient $\nu$ - both in the case of real values of $k_{s}$, and in the case when some of them is a purely imaginary value, as well as when these values individually become equal to zero. We emphasize that in the latter case, when the $s$-th frequency turns out to be equal to zero, the characteristic equation will have multiple roots. Therefore, we will have a limit-aperiodic motion according to the $s$-th mode, and the above solution should be understood in the limit sense, i.e., at $k_{s} \rightarrow 0$. Indeed, the expression $A_{s} e^{i k_{s} t}+B_{s} e^{-i k_{s} t}$, taking into account (2.5.28), will be at $k_{s} \rightarrow 0$ (i.e. $n_{s} \rightarrow k_{s 0}$ ) an uncertainty $0 / 0$, which is easily revealed:

$$
\begin{equation*}
A_{s} e^{i k_{s} t}+B_{s} e^{-i k_{s} t} \rightarrow \frac{1}{N_{s}}\left[\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}+\left(k_{s 0} \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}+\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}_{0}}\right) t\right] \tag{2.5.29}
\end{equation*}
$$

Therefore, in this case, there will be components containing the functions $e^{-k_{s 0} t}$ and $t e^{-k_{s 0} t}$ in the part of the solution that corresponds to the mode $\boldsymbol{\Theta}_{(s)}$, as it is well known from mathematical analysis.

### 2.6. Conclusions on Second Chapter

In this chapter, a mathematical model of oscillations of spatial double pendulum was constructed, in which the axes of cylindrical joints are not collinear to each other. This construction is the simplest scheme of spatial two-link manipulator. Small oscillations of such a pendulum in conservative formulation were investigated
and the frequencies and modes of its oscillations were determined depending on the angle between the joint axes. In addition, the problem of system small oscillations in the presence of viscous friction in articulated joints is considered. It is shown that in the case of identical parameters of loads, links and friction in the joints, dissipative forces do not distort the oscillation modes of the conservative model, but only reduce their amplitudes. Therefore, this example clearly demonstrates the property of preserving the eigenmodes of conservative oscillations when dissipation is introduced. This circumstance makes it possible to damp oscillations of this system according to its natural movements - its eigenmodes, without distorting or complicating their qualitative character. The revealed property of the dissipative double pendulum allowed to get the most representative and rather simple analytical expressions for all key values of the damping process. The obtained results were clearly illustrated by graphical dependencies.

# 3. Construction and Analysis of Nonlinear Oscillation Modes of Spatial Double Pendulum 

### 3.1. Problem Statement of Finding Nonlinear Oscillation Modes

An extensive bibliography is devoted to the study of nonlinear oscillations of various pendulum structures - in particular, in relation to a double pendulum, one can single out the works [ $38,103,104,128,129,156]$. As mentioned earlier, the overwhelming majority of publications are devoted to the numerical study of the behavior of a double pendulum based on the Lagrangian or Hamiltonian form of writing the equations of its motion. Of course, this way leads to a quantitative assessment of the motion characteristics, but does not allow to reveal in detail their main qualitative features, which are most clearly demonstrated on the basis of analytical dependencies. Moreover, the question naturally arises of how such a pendulum smoothly passes from the zone of small (i.e., linear) oscillations to the nonlinear zone. It is clear that of all the possible motion modes of nonlinear systems, regular modes that have periodicity are the most valuable, because it is advisable to use them in practice to achieve specific goals [142]. Finding such modes is closely related to the well-known problem of definition nonlinear oscillation modes of multidimensional mechanical systems, which has recently
attracted a large number of specialists both in theoretical and practical terms [46, 82, 130, 135, 137, 148-150]. At the same time, pendulum systems are often taken as objects of study [37, 47, 111, 118]. A nonlinear oscillation mode means a single-frequency motion in all degrees of freedom in a nonlinear system, and it is a natural development of the concept of a linear oscillation mode. We note that the main characteristics of the linear mode are the frequency and the ratio of the oscillation amplitudes, however, when studying a nonlinear mode, due to its nonharmonic nature, it is not enough to know, in addition to the frequency, only the ratio of the amplitudes, although it is an important characteristic of the nonlinear mode. For its complete description, it is necessary to indicate the specific dependencies of all generalized coordinates on time [143].

There are many different ways of constructing solutions of nonlinear systems corresponding to nonlinear oscillation modes [153]. The most frequently used variant is based on the application of asymptotic methods of nonlinear mechanics specially developed for this purpose [11]. It should be emphasized that a double pendulum is a system with two degrees of freedom, for which the construction of approximate analytical solutions in a nonlinear zone turns out to be much more difficult than for systems with one degree of freedom, where there is no question of constructing oscillation modes. Therefore, in most works on the dynamics of a double pendulum, its nonlinear oscillations are studied only with the help of numerical methods. Thus, the main interest is analytical study of periodic system motions, which will clearly demonstrate the drift of oscillation frequencies and modes with a gradual increase in the amplitudes of oscillations of the links. This chapter is devoted to the construction of nonlinear oscillation modes of spatial double pendulum in the first approximation, and for its particular variants of the double flat and orthogonal pendulums, it is possible to construct an approximate solution not only in the first, but also in the second approximation [72].

### 3.2. Nonlinear Oscillation Modes of Orthogonal Double Pendulum

Let us first turn to the study of nonlinear oscillation modes of an orthogonal double pendulum, when $\alpha=\pi / 2$, since in this case they are most easily found.

To do this, we go back to the nonlinear matrix motion equation (2.2.12) and expressions (2.3.12) and (2.3.13). It is easy to see that this equation admits two partial modes of motion:

$$
\begin{gather*}
\ddot{\theta}_{1}+k_{10}^{2} \sin \theta_{1}=0, \quad \theta_{2} \equiv 0, \quad k_{10}=\sqrt{\frac{3}{5}} k  \tag{3.2.1}\\
\ddot{\theta}_{2}+k_{20}^{2} \sin \theta_{2}=0, \quad \theta_{1} \equiv 0, \quad k_{20}=k \tag{3.2.2}
\end{gather*}
$$

These equations show that in the case of orthogonal double pendulum and within the framework of a nonlinear model, one generalized coordinate can oscillate while the other coordinate is zero. Wherein, each of the equations (3.2.1) and (3.2.2) is equation of oscillations of ordinary mathematical pendulum. Therefore, the question of nonlinear oscillation modes in this situation is solved by examining these second-order differential equations separately. We consider, for example, the first of them. The technique for constructing approximate asymptotic solutions for ordinary pendulum is well known, and it is described in [11]. To do this, the equation (3.2.1) should be rewritten so that the left side contains linear terms corresponding to small oscillations, and everything else must be transferred to the right side. Then we come to the study of the equation:

$$
\begin{equation*}
\ddot{\theta}_{1}+k_{10}^{2} \theta_{1}=Q\left(\theta_{1}\right), \quad Q\left(\theta_{1}\right)=k_{10}^{2}\left(\theta_{1}-\sin \theta_{1}\right) \tag{3.2.3}
\end{equation*}
$$

The function $Q\left(\theta_{1}\right)$ can be interpreted as a perturbing force that excites oscillations in a linear system. To construct the first two approximations to the solution, it suffices to expand the function $Q\left(\theta_{1}\right)$ in Taylor series and keep two nonlinear terms in this expansion, one of which has the third order of smallness, and the other term has the fifth order of smallness:

$$
\begin{equation*}
Q=Q^{(\mathrm{I})}+Q^{(\mathrm{II})}, \quad Q^{(\mathrm{I})}=k_{10}^{2} \frac{\theta_{1}^{3}}{6}, \quad Q^{(\mathrm{II})}=-k_{10}^{2} \frac{\theta_{1}^{5}}{120} . \tag{3.2.4}
\end{equation*}
$$

1. Construction of the first approximation. We will look for the solution of the equation (3.2.3) in the initial approximation in the same form as in the linear model, namely:

$$
\begin{equation*}
\theta_{1}=a \cos \psi \tag{3.2.5}
\end{equation*}
$$

where still $a=$ const, but the total phase $\psi$ (or frequency) already depends in some way on $a$. It is easy to understand that the correction to the oscillation
frequency will have the second order of smallness in $a$ :

$$
\begin{equation*}
\dot{\psi}=k_{10}\left(1+\rho^{(\mathrm{I})} a^{2}\right)=k_{1}^{(\mathrm{I})}(a) . \tag{3.2.6}
\end{equation*}
$$

The value $a$ can be treated here as a small parameter. To determine the value $\rho^{(\mathrm{I})}$, we use the harmonic balance equation [11]:

$$
\begin{equation*}
\int_{0}^{2 \pi}\left(\ddot{\theta}_{1}+k_{10}^{2} \theta_{1}-Q\right) \cos \psi d \psi=0 . \tag{3.2.7}
\end{equation*}
$$

This equation must be performed with required accuracy. In the first approximation, it is necessary that it be fulfilled up to terms of the third order of smallness in $a$. Referring to the formula (3.2.5), we calculate $\dot{\theta}_{1}$ and $\ddot{\theta}_{1}$ up to the third order of smallness, taking into account (3.2.6):

$$
\begin{equation*}
\dot{\theta}_{1}=-a k_{10} \sin \psi\left(1+\rho^{(\mathrm{I})} a^{2}\right), \quad \ddot{\theta}_{1}=-a k_{10}^{2} \cos \psi\left(1+2 \rho^{(\mathrm{I})} a^{2}\right) . \tag{3.2.8}
\end{equation*}
$$

To determine the perturbing force with the same accuracy, it suffices to substitute the expression (3.2.5) into $Q^{(\mathrm{I})}$, and as a result we get:

$$
\begin{equation*}
Q=\left(U^{(\mathrm{I})} \cos \psi+V^{(\mathrm{I})} \cos 3 \psi\right) k_{10}^{2} a^{3}, \quad U^{(\mathrm{I})}=\frac{1}{8}, \quad V^{(\mathrm{I})}=\frac{1}{24} . \tag{3.2.9}
\end{equation*}
$$

Substituting now (3.2.5), (3.2.8), and (3.2.9) into the equation (3.2.7), we get a simple expression for $\rho^{(\mathrm{I})}$ :

$$
\begin{equation*}
\rho^{(\mathrm{I})}=-\frac{U^{(\mathrm{I})}}{2}=-\frac{1}{16} . \tag{3.2.10}
\end{equation*}
$$

Then the expression for the oscillation frequency in the first approximation will take the following form:

$$
\begin{equation*}
k_{1}^{(\mathrm{I})}(a)=k_{10}\left(1-\frac{a^{2}}{16}\right)=k_{10}\left(1-0.0625 a^{2}\right) \tag{3.2.11}
\end{equation*}
$$

Now we have the opportunity to clarify the solution, namely, to construct it up to the third order of smallness. It is clear that the harmonic $\cos \psi$ is already balanced, but the harmonic $\cos 3 \psi$ is still unbalanced. Let us consider the oscillations that it excites in the unperturbed system, i.e., we will find a particular solution $\widetilde{\theta}_{1}^{(\mathrm{I})}$ of the following equation:

$$
\begin{equation*}
\ddot{\theta}_{1}+k_{10}^{2} \theta_{1}=V^{(\mathrm{I})} k_{10}^{2} a^{3} \cos 3 \psi, \tag{3.2.12}
\end{equation*}
$$

which obviously looks like:

$$
\begin{equation*}
\widetilde{\theta}_{1}^{(\mathrm{I})}(a, \psi)=\frac{V^{(\mathrm{I})} k_{10}^{2} a^{3}}{k_{10}^{2}-9 k_{1}^{2}(a)} \cos 3 \psi . \tag{3.2.13}
\end{equation*}
$$

To keep only the terms of the third order of smallness in this expression, it is sufficient to substitute the constant value $k_{10}$ instead of $k_{1}(a)$. Adding (3.2.13) with the expression (3.2.5), we find a solution with the specified accuracy [96]:

$$
\begin{equation*}
\theta_{1}^{(\mathrm{I})}=a \cos \psi+\widetilde{\theta}_{1}^{(\mathrm{I})}=a \cos \psi-\frac{a^{3}}{192} \cos 3 \psi . \tag{3.2.14}
\end{equation*}
$$

Assuming $\psi=0$, we can find from here the oscillation amplitude $A$ depending on the parameter $a$, which plays the role of the amplitude of the first harmonic in the representation (3.2.14):

$$
\begin{equation*}
A=a-\frac{a^{3}}{192} . \tag{3.2.15}
\end{equation*}
$$

To control the correctness of the obtained expressions, it is advisable to calculate the total mechanical energy $E$ and make sure that when it is calculated with the required accuracy, it remains unchanged in time. The expression for the total energy has the form (2.2.14), and in the case $\alpha=\pi / 2$ and under the condition $\theta_{2} \equiv 0$ it will take a simple form:

$$
\begin{equation*}
E=\frac{5}{2} m l^{2} \dot{\theta}_{1}^{2}+3 m g l\left(1-\cos \theta_{1}\right)=\frac{5}{2} m l^{2}\left[\dot{\theta}_{1}^{2}+2 k_{10}^{2}\left(1-\cos \theta_{1}\right)\right] . \tag{3.2.16}
\end{equation*}
$$

Therefore, up to terms of the fourth order of smallness, we obtain the following expression:

$$
\begin{equation*}
E=\frac{5}{2} m l^{2}\left[\dot{\theta}_{1}^{2}+k_{10}^{2}\left(\theta_{1}^{2}-\frac{\theta_{1}^{4}}{12}\right)\right] . \tag{3.2.17}
\end{equation*}
$$

We also calculate $\dot{\theta}_{1}$ by differentiating the expression (3.2.14) according to (3.2.11) and keeping the terms no higher than the third order of smallness in $a$ :

$$
\begin{equation*}
\dot{\theta}_{1}^{(\mathrm{I})}=k_{10}\left[-\left(a-\frac{a^{3}}{16}\right) \sin \psi+\frac{a^{3}}{64} \sin 3 \psi\right] . \tag{3.2.18}
\end{equation*}
$$

Substituting the expressions (3.2.14) and (3.2.18) into the formula (3.2.17), we obtain, up to the fourth order in $a$, the following expression:

$$
\begin{equation*}
E^{(\mathrm{I})}=E_{0}\left(1-\frac{3}{32} a^{2}\right), \quad E_{0}=\frac{3}{2} m g l a^{2}, \tag{3.2.19}
\end{equation*}
$$

where $E_{0}$ is the total energy of the system within the linear model. It can be seen that the energy $E^{(\mathrm{I})}$ depends according to (3.2.19) only on $a$ and does not depend on $\psi$, which once again confirms the correctness of the obtained expressions.
2. Construction of the second approximation. The obtained expressions can now be used to construct the second approximation. In this case, the harmonic balance equation must be performed up to the fifth order of smallness in $a$. Let us introduce one more correction $\rho^{(\mathrm{II})}$ to the frequency, which should have the fourth order of smallness:

$$
\begin{equation*}
\dot{\psi}=k_{10}\left(1+\rho^{(\mathrm{I})} a^{2}+\rho^{(\mathrm{II})} a^{4}\right)=k_{1}^{(\mathrm{II})}(a) \tag{3.2.20}
\end{equation*}
$$

Taking into account the orthogonality conditions of trigonometric functions, we can rewrite the harmonic balance equation (3.2.7) in the following form:

$$
\begin{equation*}
\int_{0}^{2 \pi}\left(\frac{d^{2} x}{d t^{2}}+k_{10}^{2} x-Q\right) \cos \psi d \psi=0 \tag{3.2.21}
\end{equation*}
$$

where $x=a \cos \psi$. Let us now calculate the expression up to the fifth order of smallness:

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+k_{10}^{2} x=\left[-2 \rho^{(\mathrm{I})} a^{3}-\left(\rho^{(\mathrm{I})^{2}}+2 \rho^{(\mathrm{II})}\right) a^{5}\right] k_{10}^{2} \cos \psi . \tag{3.2.22}
\end{equation*}
$$

We also calculate $Q$ up to the fifth order of smallness:

$$
\begin{equation*}
Q=\left[\left(U^{(\mathrm{I})} a^{3}+U^{(\mathrm{II})} a^{5}\right) \cos \psi+\left(V^{(\mathrm{I})} a^{3}+V^{(\mathrm{II})} a^{5}\right) \cos 3 \psi+W^{(\mathrm{II})} a^{5} \cos 5 \psi\right] k_{10}^{2}, \tag{3.2.23}
\end{equation*}
$$

where the old notation for $U^{(\mathrm{I})}$ and $V^{(\mathrm{I})}$ is retained according to (3.2.9), and new notation is made:

$$
\begin{equation*}
U^{(\mathrm{II})}=-\frac{3}{512}, \quad V^{(\mathrm{II})}=-\frac{1}{256}, \quad W^{(\mathrm{II})}=-\frac{3}{2560} . \tag{3.2.24}
\end{equation*}
$$

As a result, we again arrive at the relation (3.2.10) for $\rho^{(\mathrm{I})}$, as expected, and also find:

$$
\begin{equation*}
\rho^{(\mathrm{II})}=-\frac{\rho_{1}^{(\mathrm{I})^{2}}}{2}-\frac{U^{(\mathrm{II})}}{2}=\frac{1}{1024} . \tag{3.2.25}
\end{equation*}
$$

Therefore, the oscillation frequency in the second approximation is determined by the formula:

$$
\begin{equation*}
k_{1}^{(\mathrm{II})}(a)=k_{10}\left(1-\frac{a^{2}}{16}+\frac{a^{4}}{1024}\right) \approx k_{10}\left(1-0.0625 a^{2}+0.00098 a^{4}\right) . \tag{3.2.26}
\end{equation*}
$$

By analogy, we can now obtain a solution up to the fifth order of smallness. To do this, we obtain a particular solution $\widetilde{\theta}_{1}^{(\mathrm{II})}$ of the equation

$$
\begin{equation*}
\ddot{\theta}_{1}+k_{10}^{2} \theta_{1}=\left[\left(V^{(\mathrm{I})} a^{3}+V^{(\mathrm{II})} a^{5}\right) \cos 3 \psi+W^{(\mathrm{II})} a^{5} \cos 5 \psi\right] k_{10}^{2} \tag{3.2.27}
\end{equation*}
$$

which has the following form:

$$
\begin{equation*}
\widetilde{\theta}_{1}^{(\mathrm{II})}(a, \psi)=\frac{\left(V^{(\mathrm{I})} a^{3}+V^{(\mathrm{II})} a^{5}\right) k_{10}^{2}}{k_{10}^{2}-9 k_{1}^{2}(a)} \cos 3 \psi+\frac{W^{(\mathrm{II})} k_{10}^{2} a^{5}}{k_{10}^{2}-25 k_{1}^{2}(a)} \cos 5 \psi \tag{3.2.28}
\end{equation*}
$$

To keep in this expression the terms not higher than the fifth order of smallness in $a$, it is enough to substitute the formula (3.2.11) instead of $k_{1}(a)$ in the first of the fractions, and the constant value $k_{10}$ in the second. Adding the resulting expression with the expression (3.2.5), we find a solution with the required accuracy:

$$
\begin{equation*}
\theta_{1}^{(\mathrm{II})}(a, \psi)=a \cos \psi+\widetilde{\theta}_{1}^{(\mathrm{II})}=a \cos \psi-\left(\frac{a^{3}}{192}+\frac{a^{5}}{4096}\right) \cos 3 \psi+\frac{a^{5}}{20480} \cos 5 \psi \tag{3.2.29}
\end{equation*}
$$

We can find from here the oscillation amplitude $A$ depending on the parameter $a$ in the considered approximation:

$$
\begin{equation*}
A=a-\frac{a^{3}}{192}-\frac{a^{5}}{5120} . \tag{3.2.30}
\end{equation*}
$$

It remains to calculate the total energy with the required accuracy. To do this, we write the expression (3.2.16) up to terms of the sixth order of smallness:

$$
\begin{equation*}
E=\frac{5}{2} m l^{2}\left[\dot{\theta}_{1}^{2}+k_{10}^{2}\left(\theta_{1}^{2}-\frac{\theta_{1}^{4}}{12}+\frac{\theta_{1}^{6}}{360}\right)\right] . \tag{3.2.31}
\end{equation*}
$$

We calculate $\dot{\theta}_{1}$ by differentiating the expression (3.2.29), taking into account (3.2.26) and keeping the terms no higher than the fifth order of smallness in $a$ :

$$
\begin{equation*}
\dot{\theta}_{1}^{\text {(II) }}=k_{10}\left[-\left(a-\frac{a^{3}}{16}+\frac{a^{5}}{1024}\right) \sin \psi+\left(\frac{a^{3}}{64}-\frac{a^{5}}{4096}\right) \sin 3 \psi-\frac{a^{5}}{4096} \sin 5 \psi\right] . \tag{3.2.32}
\end{equation*}
$$

Substituting the expressions (3.2.29) and (3.2.32) into the formula (3.2.31), we obtain, up to sixth order in $a$, the following expression:

$$
\begin{equation*}
E^{(\mathrm{II})}=E_{0}\left(1-\frac{9}{96} a^{2}+\frac{17}{4096} a^{4}\right), \quad E_{0}=\frac{3}{2} m g l a^{2}, \tag{3.2.33}
\end{equation*}
$$

which in this approximation also depends only on $a$ and does not depend on $\psi$.

We note that this problem has an exact solution, and the oscillation frequency $k_{1}$ depending on the oscillation amplitude $A$ is determined by the formula [48]:

$$
\begin{equation*}
k_{1}=\frac{\pi k_{10}}{2 K(\kappa)}, \quad \kappa=\sin \frac{A}{2}, \tag{3.2.34}
\end{equation*}
$$

where $K(\kappa)$ is a complete elliptic integral of the first kind with modulus $\kappa$.
Discussion of the results. We now study the dependence of the frequency $k_{1}$ on the oscillation amplitude $A$ in various approximations. So, within the framework of the linear model, which can be called also the zero approximation, the frequency is equal to $k_{10}$, and it does not depend on the oscillation amplitude, which is equal to $a$. In the first approximation, the frequency is (3.2.11), and the amplitude is (3.2.15), and in the second approximation, the frequency is given by (3.2.26), while the amplitude is given by (3.2.30). In both cases, we have a parametric dependence of the frequency on the amplitude through the intermediate parameter $a$, and each subsequent approximation takes into account the next correction both in the expression for the frequency and in the expression for the amplitude.

The dependence of dimensionless frequency $k_{1} / k_{10}$ on the oscillation amplitude $A$ (which for clarity is presented in degrees) in two approximations is shown in Fig. 3.1, where the exact dependence is also shown according to (3.2.34). It is easy to see that the approximate asymptotic formulas correlate very well with the exact values, and every next approximation refines the results. The undoubted advantage of the constructed approximate expressions is that they give adequate results not only for sufficiently small amplitudes, but in a very wide range of them. For definiteness, we emphasize that we will not consider oscillations of the system with very large amplitudes, and we will limit the specified range to the values not exceeding $\pi / 2$ and shown in Fig. 3.1.

It should also be emphasized that if the expression (3.2.34) is expanded into a Taylor series, then the obtained result will be in full accordance with the asymptotic formulas. Indeed, we have from (3.2.34) the following expansion up to the fourth order of smallness in amplitude $A$ :

$$
\begin{equation*}
k_{1}=k_{10}\left(1-\frac{1}{16} A^{2}+\frac{1}{3072} A^{4}\right) \tag{3.2.35}
\end{equation*}
$$

It remains to show that the formula (3.2.26) with the same accuracy, taking into account (3.2.30), will go to (3.2.35). To do this, we obtain an inverse relationship


Fig. 3.1. Dependence of dimensionless frequency $k_{1} / k_{10}$ on amplitude $A$ :
1 - first approximation, 2 - second approximation, ○-exact values
with respect to (3.2.30), i.e., we express $a$ in terms of $A$ with the same accuracy. Looking for $a$ in the form $a=A+\mu^{(\mathrm{I})} A^{3}+\mu^{(\mathrm{II})} A^{5}$ and substituting this expression into (3.2.30), we equate the coefficients at the same powers of $A$, whence we find:

$$
\begin{equation*}
\mu^{(\mathrm{I})}=\frac{1}{192}, \quad \mu^{(\mathrm{II})}=\frac{17}{61440}, \quad a=A+\frac{1}{192} A^{3}+\frac{17}{61440} A^{5} . \tag{3.2.36}
\end{equation*}
$$

Substituting this expression into (3.2.26) and keeping the terms no higher than the fourth order of smallness in $A$, we arrive exactly at the formula (3.2.35). It can be seen that for this purpose it was sufficient to obtain the expression (3.2.36) with only one cubic correction, but if necessary, for example, to eliminate $a$ through $A$ in the formula (3.2.29) while preserving the terms not above the fifth order of smallness, then the full expression (3.2.36) would be required.

Let us now turn to a visual graphical illustration of the obtained results. For this purpose, it is appropriate to construct a phase portrait of the system on the phase plane $\left(\theta_{1}, \dot{\theta}_{1} / k_{10}\right)$, where the division of the generalized velocity by $k_{10}$ is carried out in order to plot dimensionless values on both axes. We will construct phase trajectories using the second approximation formulas (3.2.29) and (3.2.32), treating $\psi$ as an intermediate parameter and compare them with the phase trajectories obtained in the exact solution. It is necessary to carry out this correspondence in such a way that the phase trajectory in the approximate solution corresponds to the phase trajectory in the exact solution, having the same energy level. For further actions, it is convenient to introduce the dimensionless
energy $\varepsilon=E /(m g l)$. Therefore, in the second approximation from the formula (3.2.33) we will have:

$$
\begin{equation*}
\varepsilon=\frac{E}{m g l}=\frac{3}{2} a^{2}\left(1-\frac{3}{32} a^{2}+\frac{17}{4096} a^{4}\right) \tag{3.2.37}
\end{equation*}
$$

By varying the parameter $a$, we will also vary the value $\varepsilon$, i.e., we will obtain phase trajectories with different energy levels. At the same time, the phase trajectories in the exact solution for the same values $\varepsilon$ can be determined from the expression (3.2.16), resolving it with respect to $\dot{\theta}_{1} / k_{10}$ :

$$
\begin{equation*}
\frac{\dot{\theta}_{1}}{k_{10}}= \pm \sqrt{\frac{2 \varepsilon}{3}-4 \sin ^{2} \frac{\theta_{1}}{2}} \tag{3.2.38}
\end{equation*}
$$

Note that the phase portrait for the exact solution can also be constructed using this solution, which has the form [48]:

$$
\begin{equation*}
\theta_{1}=2 \arcsin \left[\kappa \operatorname{sn}\left(k_{10} t+\vartheta, \kappa\right)\right], \quad \dot{\theta}_{1}=2 \kappa k_{10} \mathrm{cn}\left(k_{10} t+\vartheta, \kappa\right) \tag{3.2.39}
\end{equation*}
$$

where sn and cn are Jacobi elliptic functions, $\kappa=\sin A / 2=\sqrt{\varepsilon / 6}$, and $\vartheta$ is an integration constant. In this case, the time $t$ acts as a parameter. It is easy to see that the formulas (3.2.39) identically satisfy the equation (3.2.38), which once again confirms their validity.

The phase portrait of the system on the plane $\left(\theta_{1}, \dot{\theta}_{1} / k_{10}\right)$ is shown in Fig. 3.2, and for the uniformity of the graphic presentation of the results, it is assumed that the solid lines correspond to the asymptotic formulas of the second approximation, and circles represent exact values. In this case, it should be noted that on each of the phase trajectories, the circles correspond to the values taken at the same time intervals. It can be seen that there is an adequate correspondence between the approximate and exact results, and in the accepted range of amplitudes, their difference does not manifest itself at all. In addition, it can be observed that the form of the phase trajectories is gradually distorted with increasing energy level and becomes more and more different from the circular one, which is characteristic of the linear model, which also emphasizes the nonlinear nature of the problem under consideration.

In addition, we plot the dependencies of the angle $\theta_{1}$ and the dimensionless angular velocity $\dot{\theta}_{1} / k_{10}$ in the second approximation on the phase angle $\psi$ on one oscillation period, i.e., when $\psi$ changes from 0 to $2 \pi$, which correspond to the


Fig. 3.2. Phase portrait: solid lines - formulas of the second approximation, - - exact values


Fig. 3.3. Graphs dependencies of values $\theta_{1}$ и $\dot{\theta}_{1} / k_{10}$ on $\psi$ :
solid lines - formulas of the second approximation, $\circ-$ exact values
phase trajectory with the highest energy level from those shown above in the phase portrait in Fig. 3.2. For a more visual comparison of the behavior of these graphs with similar exact dependencies, it is advisable to introduce the value $\psi=k_{1} t$ for the exact solution by analogy, where $k_{1}$ is determined by the formula (3.2.34). This scaling leads to the fact that the introduced value $\psi$ in the exact
solution also lies in the range from 0 to $2 \pi$. Therefore, the comparison of the results will be carried out not at the same points in time, but when the system reaches a certain part of the oscillation period. This action makes it possible to exclude from consideration the existing mismatch of oscillation frequencies in the approximate and exact solutions and to correlate precisely the character of the oscillatory motion. In this case, we put in the formula (3.2.39) $\vartheta=K(\kappa)$, so that for $t=0$ we have $\theta_{1}=2 \arcsin \kappa=A$ and $\dot{\theta}_{1}=0$. These dependencies are shown in Fig. 3.3, which also shows excellent agreement between approximate and exact results. We note once again that the presented dependencies have a somewhat more complex structure than for harmonic oscillations, which have a purely sinusoidal character and appear at low amplitudes.

It remains to emphasize that numerical integration of the matrix equation (2.2.15) when specifying the appropriate initial conditions for motion according to the first nonlinear oscillation mode with accepted energy levels will give for the angle $\theta_{1}$ similar results as the exact solution (3.2.39).

### 3.3. Nonlinear Oscillation Modes of Flat Double Pendulum

We now turn to the problem of constructing approximate asymptotic formulas for the first and second nonlinear oscillation modes of flat double pendulum at $\alpha=0$. As mentioned earlier in Ch. 2, to study the free motions of this system, it is more convenient to take as generalized coordinates not the joint rotation angles $\theta_{1}$ and $\theta_{2}$, but the absolute angles of deviation of the links $\varphi_{1}$ and $\varphi_{2}$ from the vertical, since in this case the motion equations take the most compact form. This circumstance makes it much easier to construct an approximate analytical solution by developing the technique used in the previous section, and it is possible to construct not only the first, but also the second approximation without much difficulty.

We turn to the equation (2.3.8) taking into account (2.3.5) and (2.3.9) and rewrite it in such a way that its left side contains linear terms corresponding to small oscillations, and everything else will be moved to the right side [17, 21]:

$$
\begin{equation*}
\mathbf{A}_{0} \ddot{\varphi}+\mathbf{C}_{0} \varphi=\widetilde{\mathbf{A}}(\varphi) \ddot{\varphi}+\widetilde{\mathbf{B}}(\varphi, \dot{\varphi})+\widetilde{\mathbf{C}}(\boldsymbol{\varphi})=\mathbf{Q}(\boldsymbol{\varphi}, \dot{\varphi}, \ddot{\varphi}) \tag{3.3.1}
\end{equation*}
$$

Here the constant matrices $\mathbf{A}_{0}$ and $\mathbf{C}_{0}$ have representations (3.3.2), and the following notation is made:

$$
\begin{equation*}
\widetilde{\mathbf{A}}(\varphi)=\mathbf{A}_{0}-\mathbf{A}(\varphi), \quad \widetilde{\mathbf{B}}(\varphi, \dot{\varphi})=-\mathbf{B}(\varphi, \dot{\varphi}), \quad \widetilde{\mathbf{C}}(\varphi)=\mathbf{C}_{0} \varphi-\mathbf{C}(\varphi) \tag{3.3.2}
\end{equation*}
$$

The column $\mathbf{Q}$ in the equation (3.3.1), treated as a column of perturbing forces acting in a linear system, then has the form:

$$
\begin{align*}
\mathbf{Q}=m l^{2} \sin \left(\varphi_{2}-\varphi_{1}\right)\left[\begin{array}{c}
\dot{\varphi}_{2}^{2} \\
-\dot{\varphi}_{1}^{2}
\end{array}\right]+ & m g l\left[\begin{array}{c}
2\left(\varphi_{1}-\sin \varphi_{1}\right) \\
\varphi_{2}-\sin \varphi_{2}
\end{array}\right]+ \\
& +m l^{2}\left(1-\cos \left(\varphi_{2}-\varphi_{1}\right)\right)\left[\begin{array}{c}
\ddot{\varphi}_{2} \\
\ddot{\varphi}_{1}
\end{array}\right] . \tag{3.3.3}
\end{align*}
$$

Let us expand the trigonometric functions included in the expression (3.3.3) into Taylor series with an accuracy sufficient to construct the first two approximations to the solution. As a result, we get the following representation:

$$
\begin{equation*}
\mathbf{Q}=\mathbf{Q}^{(\mathrm{I})}+\mathbf{Q}^{(\mathrm{II})}, \tag{3.3.4}
\end{equation*}
$$

where the column $\mathbf{Q}^{(\mathrm{I})}$ contains terms of the third order of smallness in generalized coordinates, velocities, and accelerations, and $\mathbf{Q}^{(\text {II })}$ - the fifth order:

$$
\begin{align*}
\mathbf{Q}^{(\mathrm{I})} & =m l^{2}\left(\varphi_{2}-\varphi_{1}\right)\left[\begin{array}{c}
\dot{\varphi}_{2}^{2} \\
-\dot{\varphi}_{1}^{2}
\end{array}\right]+\frac{m g l}{6}\left[\begin{array}{c}
2 \varphi_{1}^{3} \\
\varphi_{2}^{3}
\end{array}\right]+\frac{m l^{2}}{2}\left(\varphi_{2}-\varphi_{1}\right)^{2}\left[\begin{array}{c}
\ddot{\varphi}_{2} \\
\ddot{\varphi}_{1}
\end{array}\right], \\
\mathbf{Q}^{(\mathrm{II})} & =-\frac{m l^{2}}{6}\left(\varphi_{2}-\varphi_{1}\right)^{3}\left[\begin{array}{c}
\dot{\varphi}_{2}^{2} \\
-\dot{\varphi}_{1}^{2}
\end{array}\right]-\frac{m g l}{120}\left[\begin{array}{c}
2 \varphi_{1}^{5} \\
\varphi_{2}^{5}
\end{array}\right]-\frac{m l^{2}}{24}\left(\varphi_{2}-\varphi_{1}\right)^{4}\left[\begin{array}{c}
\ddot{\varphi}_{2} \\
\ddot{\varphi}_{1}
\end{array}\right] . \tag{3.3.5}
\end{align*}
$$

1. Construction of the first approximation. As an initial approximation to the solution of the equation (3.3.1), we take the same expression as for oscillations on one of the modes in the linear system (2.4.17):

$$
\begin{equation*}
\boldsymbol{\varphi}=\mathbf{\Phi}_{(s)} a \cos \psi \tag{3.3.6}
\end{equation*}
$$

where $a=$ const (for brevity, the index " $s$ " of $a$ and $\psi$ is omitted here and below as insignificant), and the oscillation frequency depends on $a$ as follows:

$$
\begin{equation*}
\dot{\psi}=k_{s 0}\left(1+\rho_{s}^{(\mathrm{I})} a^{2}\right)=k_{s}^{(\mathrm{I})}(a), \quad k_{s 0}=\sqrt{2 \pm \sqrt{2}} k \tag{3.3.7}
\end{equation*}
$$

Here the first correction is introduced, and it will be proportional to $a^{2}$, as for a conventional mathematical pendulum. We note that the value $a$, taking into account (2.4.17), plays the role of the oscillation amplitude of the angle $\varphi_{1}$ in the initial approximation. The coefficient $\rho_{s}^{(\mathrm{I})}$ in the formula (3.3.7) can be found from the harmonic balance equation for the given mode $\boldsymbol{\Phi}_{(s)}[11,63]$ :

$$
\begin{equation*}
\int_{0}^{2 \pi} \boldsymbol{\Phi}_{(s)}^{\mathrm{T}}\left(\mathbf{A}_{0} \ddot{\boldsymbol{\varphi}}+\mathbf{C}_{0} \boldsymbol{\varphi}-\mathbf{Q}\right) \cos \psi d \psi=0 \tag{3.3.8}
\end{equation*}
$$

Based on the expressions (3.3.6) and (3.3.7), we calculate the columns of generalized velocities $\dot{\varphi}$ and accelerations $\ddot{\boldsymbol{\varphi}}$ up to the values of the third order of smallness:

$$
\begin{equation*}
\dot{\boldsymbol{\varphi}}=-\boldsymbol{\Phi}_{(s)} a \sin \psi k_{s 0}\left(1+\rho_{s}^{(\mathrm{I})} a^{2}\right), \quad \ddot{\boldsymbol{\varphi}}=-\boldsymbol{\Phi}_{(s)} a \cos \psi k_{s 0}^{2}\left(1+2 \rho_{s}^{(\mathrm{I})} a^{2}\right), \tag{3.3.9}
\end{equation*}
$$

as well as perturbing forces with the same accuracy:

$$
\begin{equation*}
\mathbf{Q}=\left(\mathbf{U}_{s}^{(\mathrm{I})} \cos \psi+\mathbf{V}_{s}^{(\mathrm{I})} \cos 3 \psi\right) m g l a^{3} \tag{3.3.10}
\end{equation*}
$$

where the columns $\mathbf{U}_{s}^{(\mathrm{I})}$ and $\mathbf{V}_{s}^{(\mathrm{I})}$ have the following representations:

$$
\mathbf{U}_{s}^{(\mathrm{I})}=\left[\begin{array}{c}
\frac{14 \pm 9 \sqrt{2}}{4}  \tag{3.3.11}\\
\frac{-22 \mp 17 \sqrt{2}}{8}
\end{array}\right], \quad \mathbf{V}_{s}^{(\mathrm{I})}=\left[\begin{array}{c}
\frac{46 \pm 33 \sqrt{2}}{12} \\
\frac{-54 \mp 41 \sqrt{2}}{24}
\end{array}\right]
$$

Let us substitute the obtained expressions into the equation of harmonic balance (3.3.8), taking into account that the oscillation modes $\boldsymbol{\Phi}_{(s)}$ satisfy the equation

$$
\begin{equation*}
\left(\mathbf{C}_{0}-k_{s 0}^{2} \mathbf{A}_{0}\right) \boldsymbol{\Phi}_{(s)}=0, \tag{3.3.12}
\end{equation*}
$$

and also using the notation (2.4.27) for the normalization coefficients, we arrive at the following expression for $\rho_{s}^{(\mathrm{I})}$ :

$$
\begin{equation*}
\rho_{s}^{(\mathrm{I})}=-\frac{m g l}{2 N_{s} k_{s 0}^{2}} \boldsymbol{\Phi}_{(s)}^{\mathrm{T}} \mathbf{U}_{s}^{(\mathrm{I})}=-\frac{1}{2 H_{s} p_{s 0}^{2}} \boldsymbol{\Phi}_{(s)}^{\mathrm{T}} \mathbf{U}_{s}^{(\mathrm{I})}=-\frac{31 \pm 20 \sqrt{2}}{32} \tag{3.3.13}
\end{equation*}
$$

Substituting now (3.3.13) into (3.3.7), we obtain expression for the oscillation frequency in the first approximation:

$$
\begin{equation*}
k_{s}^{(\mathrm{I})}(a)=k_{s 0}\left(1-\frac{31 \pm 20 \sqrt{2}}{32} a^{2}\right) . \tag{3.3.14}
\end{equation*}
$$

Thus, when system moves on each of the nonlinear oscillation modes, the frequencies in the first approximation are determined by the following expressions:

$$
\begin{equation*}
k_{1}^{(\mathrm{I})}(a) \approx k_{10}\left(1-0.0849 a^{2}\right), \quad k_{2}^{(\mathrm{I})}(a) \approx k_{20}\left(1-1.8526 a^{2}\right), \tag{3.3.15}
\end{equation*}
$$

whence it can be seen that the second frequency changes more significantly with increasing $a$ than the first frequency.

Now we can obtain a solution up to the third order of smallness. To construct it, we find out separately which forced oscillations $\widetilde{\boldsymbol{\varphi}}$ are excited by the harmonic force $\mathbf{Q}=\mathbf{Q}_{0} \cos \omega t$ in the unperturbed (i.e., linear) system, namely, we define a particular solution of the equation:

$$
\begin{equation*}
\mathbf{A}_{0} \ddot{\varphi}+\mathbf{C}_{0} \varphi=\mathbf{Q}_{0} \cos \omega t \tag{3.3.16}
\end{equation*}
$$

To solve this equation, we introduce the modal matrix $\mathbf{U}=\left[\boldsymbol{\Phi}_{(1)} \mid \boldsymbol{\Phi}_{(2)}\right]$, i.e., the matrix of eigenmodes. Next, we pass to the principal coordinates $\boldsymbol{\xi}=\left[\xi_{1}, \xi_{2}\right]^{\mathrm{T}}$ using the relationship:

$$
\begin{equation*}
\boldsymbol{\varphi}=\mathbf{U} \boldsymbol{\xi}=\boldsymbol{\Phi}_{(1)} \xi_{1}+\boldsymbol{\Phi}_{(2)} \xi_{2} . \tag{3.3.17}
\end{equation*}
$$

Substituting this expression into the equation (3.3.16) and multiplying it from the left by $\mathbf{U}^{\mathrm{T}}$, taking into account the orthogonality conditions for the eigenmodes (2.4.26), we arrive at matrix equation:

$$
\begin{equation*}
\widetilde{\mathbf{A}}_{0} \ddot{\boldsymbol{\xi}}+\widetilde{\mathbf{C}}_{0} \boldsymbol{\xi}=\widetilde{\mathbf{Q}}_{0} \cos \omega t, \tag{3.3.18}
\end{equation*}
$$

where the following values are introduced:

$$
\begin{equation*}
\widetilde{\mathbf{A}}_{0}=\mathbf{U}^{\mathrm{T}} \mathbf{A}_{0} \mathbf{U}=\operatorname{diag}\left(N_{s}\right), \quad \widetilde{\mathbf{C}}_{0}=\mathbf{U}^{\mathrm{T}} \mathbf{C}_{0} \mathbf{U}=\operatorname{diag}\left(N_{s} k_{s 0}^{2}\right), \quad \widetilde{\mathbf{Q}}_{0}=\mathbf{U}^{\mathrm{T}} \mathbf{Q}_{0} \tag{3.3.19}
\end{equation*}
$$

Since the matrices $\widetilde{\mathbf{A}}_{0}$ and $\widetilde{\mathbf{C}}_{0}$ are diagonal, (3.3.18) splits into two independent scalar equations that actually describe the motion of a linear oscillator in the presence of an external harmonic force:

$$
\begin{equation*}
\ddot{\xi}_{s}+k_{s 0}^{2} \xi_{s}=\frac{\boldsymbol{\Phi}_{(s)}^{\mathrm{T}} \mathbf{Q}_{0}}{N_{s}} \cos \omega t \tag{3.3.20}
\end{equation*}
$$

The solution of each of these equations, corresponding to the right side, has the form:

$$
\begin{equation*}
\xi_{s}=\frac{\boldsymbol{\Phi}_{(s)}^{\mathrm{T}} \mathbf{Q}_{0}}{N_{s}\left(k_{s 0}^{2}-\omega^{2}\right)} \cos \omega t \tag{3.3.21}
\end{equation*}
$$

Returning to the original generalized coordinates according to (3.3.17), we finally find:

$$
\begin{equation*}
\widetilde{\boldsymbol{\varphi}}=\left[\boldsymbol{\Phi}_{(1)} \frac{\boldsymbol{\Phi}_{(1)}^{\mathrm{T}} \mathbf{Q}_{0}}{N_{1}\left(k_{10}^{2}-\omega^{2}\right)}+\boldsymbol{\Phi}_{(2)} \frac{\boldsymbol{\Phi}_{(2)}^{\mathrm{T}} \mathbf{Q}_{0}}{N_{2}\left(k_{20}^{2}-\omega^{2}\right)}\right] \cos \omega t \tag{3.3.22}
\end{equation*}
$$

Using the resulting expression, it is easy to understand what forced oscillation each of the harmonic components of the expression (3.3.10) excites. We note that when constructing a solution on the first mode, the first harmonic should take into account only the second term in the expression (3.3.22), since this harmonic is already balanced on the first mode. On the contrary, when constructing a solution on the second mode, only the first term should be taken into account [11]. Summing up the solutions corresponding to each harmonic of the expression (3.3.10), we obtain the so-called "regularized oscillation" excited in an unperturbed system by generalized forces $\mathbf{Q}^{(\mathrm{I})}\left(\mathbf{\Phi}_{(s)} a \cos \psi, \ldots\right)$ in the form:

$$
\begin{align*}
& \widetilde{\boldsymbol{\varphi}}^{(\mathrm{I})}(a, \psi)=\boldsymbol{\Phi}_{(n)} \frac{\boldsymbol{\Phi}_{(n)}^{\mathrm{T}} \mathbf{U}_{s}^{(\mathrm{I})} m g l a^{3}}{N_{n}\left(k_{n 0}^{2}-k_{s}^{2}(a)\right)} \cos \psi+ \\
&+\left[\boldsymbol{\Phi}_{(1)} \frac{\boldsymbol{\Phi}_{(1)}^{\mathrm{T}} \mathbf{V}_{s}^{(\mathrm{I})} m g l a^{3}}{N_{1}\left(k_{10}^{2}-9 k_{s}^{2}(a)\right)}+\boldsymbol{\Phi}_{(2)} \frac{\boldsymbol{\Phi}_{(2)}^{\mathrm{T}} \mathbf{V}_{s}^{(\mathrm{I})} m g l a^{3}}{N_{2}\left(k_{20}^{2}-9 k_{s}^{2}(a)\right)}\right] \cos 3 \psi \tag{3.3.23}
\end{align*}
$$

where the additional index $n$ is introduced, and $n=1$ at $s=2$ and vice versa $n=2$ at $s=1$. It is clear that to keep only the terms of the third order of smallness in this expression, it suffices to substitute the constant value $k_{s 0}$ instead of $k_{s}(a)$. Adding (3.3.23) to the expression (3.3.6), one can obtain a solution up to the third order of smallness in the form:

$$
\begin{equation*}
\boldsymbol{\varphi}=\mathbf{\Phi}_{(s)} a \cos \psi+\widetilde{\boldsymbol{\varphi}}^{(\mathrm{I})}(a, \psi)=\left(\mathbf{\Phi}_{(s)} a+\mathbf{u}_{s}^{(\mathrm{I})} a^{3}\right) \cos \psi+\mathbf{v}_{s}^{(\mathrm{I})} a^{3} \cos 3 \psi \tag{3.3.24}
\end{equation*}
$$

where the columns $\mathbf{u}_{s}^{(\mathrm{I})}$ and $\mathbf{v}_{s}^{(\mathrm{I})}$ are:

$$
\mathbf{u}_{s}^{(\mathrm{I})}=\left[\begin{array}{c}
\frac{ \pm \sqrt{2}+1}{32}  \tag{3.3.25}\\
\frac{2 \pm \sqrt{2}}{32}
\end{array}\right], \quad \mathbf{v}_{s}^{(\mathrm{I})}=\left[\begin{array}{c}
\frac{\mp 552 \sqrt{2}-437}{2688} \\
\frac{ \pm 781 \sqrt{2}+576}{2688}
\end{array}\right]
$$

The expression (3.3.24) together with (3.3.14) describes the motion of flat double pendulum on each of the nonlinear modes in the first approximation. We note
that it is necessary to know both modes of small oscillations $\boldsymbol{\Phi}_{(1)}$ and $\boldsymbol{\Phi}_{(2)}$ to construct each of the nonlinear oscillation modes separately.

Let us now calculate the column of generalized velocities corresponding to the expression (3.3.24), taking into account the formula (3.3.14) with the required accuracy:

$$
\begin{equation*}
\dot{\boldsymbol{\varphi}}=-k_{s 0}\left[\left(\mathbf{\Phi}_{(s)} a+\widetilde{\mathbf{u}}_{s}^{(\mathrm{I})} a^{3}\right) \sin \psi+\widetilde{\mathbf{v}}_{s}^{(\mathrm{I})} a^{3} \sin 3 \psi\right] \tag{3.3.26}
\end{equation*}
$$

where the columns are $\widetilde{\mathbf{u}}_{s}^{(\mathrm{I})}=\mathbf{u}_{s}^{(\mathrm{I})}+\rho_{s}^{(\mathrm{I})} \boldsymbol{\Phi}_{(s)}$ and $\widetilde{\mathbf{v}}_{s}^{(\mathrm{I})}=3 \mathbf{v}_{s}^{(\mathrm{I})}$ look like:

$$
\widetilde{\mathbf{u}}_{s}^{(\mathrm{I})}=\left[\begin{array}{c}
\frac{\mp 19 \sqrt{2}-30}{32}  \tag{3.3.27}\\
\frac{21 \pm 16 \sqrt{2}}{16}
\end{array}\right], \quad \widetilde{\mathbf{v}}_{s}^{(\mathrm{I})}=\left[\begin{array}{c}
\frac{\mp 552 \sqrt{2}-437}{896} \\
\frac{ \pm 781 \sqrt{2}+576}{896}
\end{array}\right] .
$$

Now we can calculate the total mechanical energy of the system according to (2.3.10) up to the fourth order of smallness and make sure that for a given value of $a$ it is a constant value, i.e. does not depend on $\psi$. Expanding the trigonometric functions included in the formula (2.3.10) into series, we obtain with the required accuracy:

$$
\begin{equation*}
E=\frac{1}{2} m l^{2}\left[2 \dot{\varphi}_{1}^{2}+\dot{\varphi}_{2}^{2}+2 \dot{\varphi}_{1} \dot{\varphi}_{2}\left(1-\frac{\left(\varphi_{2}-\varphi_{1}\right)^{2}}{2}\right)\right]+\frac{1}{2} m g l\left(2 \varphi_{1}^{2}+\varphi_{2}^{2}-\frac{\varphi_{1}^{4}}{6}-\frac{\varphi_{2}^{4}}{12}\right) \tag{3.3.28}
\end{equation*}
$$

Substituting here formulas (3.3.24) and (3.3.26), we obtain the desired expression for the total energy up to the fourth order in $a$ in the form:

$$
\begin{equation*}
E^{(\mathrm{I})}=E_{0}\left(1+\frac{\mp 20 \sqrt{2}-37}{64} a^{2}\right), \quad E_{0}=\frac{1}{2} N_{s} k_{s 0}^{2} a^{2}=2 m g l a^{2} \tag{3.3.29}
\end{equation*}
$$

where $E_{0}$ is the total energy in the linear model. It is easy to see that the expression (3.3.29) really does not depend on $\psi$, but depends only on $a$, which once again confirms the correctness of the performed calculations.

Returning to the formula (3.3.24) and setting $\psi=0$ in it, we can determine the oscillation amplitudes of links $A_{1 s}$ and $A_{2 s}$ depending on the parameter $a$ :

$$
\begin{equation*}
A_{1 s}^{(\mathrm{I})}(a)=a+\frac{\mp 468 \sqrt{2}-353}{2688} a^{3}, \quad A_{2 s}^{(\mathrm{I})}(a)=\mp \sqrt{2} a+\frac{ \pm 865 \sqrt{2}+744}{2688} a^{3} \tag{3.3.30}
\end{equation*}
$$

It is interesting to estimate how the ratio of oscillation amplitudes of links $\mu_{s}(a)=$ $A_{2 s} / A_{1 s}$ changes when system moves on nonlinear mode with a gradual increasing
$a$. Compose an expression for $\mu_{s}$ using (3.3.30), and then expand it into a series in $a$, keeping only one correction:

$$
\begin{equation*}
\mu_{s}^{(\mathrm{I})}(a)=\mu_{s 0}\left(1-\frac{16 \mp 3 \sqrt{2}}{84} a^{2}\right) . \tag{3.3.31}
\end{equation*}
$$

Here $\mu_{s 0}=\mp \sqrt{2}$ is the ratio of oscillation amplitudes in the linear model according to (2.4.16). The expression (3.3.31) already gives a certain representation of the change in the oscillation mode and shows that as $a$ increases in a relatively small range, the ratio of the amplitudes begins to fall when moving both on the first and on the second mode:

$$
\begin{equation*}
\mu_{1}^{(\mathrm{I})}(a) \approx \mu_{10}\left(1-0.2410 a^{2}\right), \quad \mu_{2}^{(\mathrm{I})}(a) \approx \mu_{20}\left(1-0.1399 a^{2}\right) \tag{3.3.32}
\end{equation*}
$$

2. Construction of the second approximation. We now turn to the construction of the second approximation [72]. In this approximation, a fourthorder correction should be introduced into the expression for oscillation frequency:

$$
\begin{equation*}
k_{s}^{(\mathrm{II})}(a)=k_{s 0}\left(1+\rho_{s}^{(\mathrm{I})} a^{2}+\rho_{s}^{(\mathrm{II})} a^{4}\right) . \tag{3.3.33}
\end{equation*}
$$

Taking into account the orthogonality conditions (2.4.26), we can rewrite the harmonic balance equation (3.3.8) as:

$$
\begin{equation*}
\int_{0}^{2 \pi}\left[N_{s}\left(\frac{d^{2} x}{d t^{2}}+k_{s 0}^{2} x\right)-\boldsymbol{\Phi}_{(s)}^{\mathrm{T}} \mathbf{Q}\right] \cos \psi d \psi=0 \tag{3.3.34}
\end{equation*}
$$

where $x=a \cos \psi$ is denoted. Let us calculate the expression up to the values of the fifth order of smallness:

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}+k_{s 0}^{2} x=\left[-2 \rho_{s}^{(\mathrm{I})} a^{3}-\left(\rho_{s}^{(\mathrm{I})^{2}}+2 \rho_{s}^{(\mathrm{II})}\right) a^{5}\right] k_{s 0}^{2} \cos \psi \tag{3.3.35}
\end{equation*}
$$

as well as the column $\mathbf{Q}$ with the same accuracy:

$$
\begin{align*}
\mathbf{Q}=\left[\left(\mathbf{U}_{s}^{(\mathrm{I})} a^{3}+\mathbf{U}_{s}^{(\mathrm{II})} a^{5}\right) \cos \psi+\left(\mathbf{V}_{s}^{(\mathrm{I})} a^{3}+\right.\right. & \left.\mathbf{V}_{s}^{(\mathrm{II})} a^{5}\right) \cos 3 \psi+  \tag{3.3.36}\\
& \left.+\mathbf{W}_{s}^{(\mathrm{II})} a^{5} \cos 5 \psi\right] m g l
\end{align*}
$$

where the columns $\mathbf{U}_{s}^{(\text {II })}, \mathbf{V}_{s}^{(\mathrm{II})}$ and $\mathbf{W}_{s}^{\text {(II) }}$ have the form:

$$
\begin{gather*}
\mathbf{U}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{\mp 43915 \sqrt{2}-61938}{3584} \\
\frac{106634 \pm 76131 \sqrt{2}}{7168}
\end{array}\right], \quad \mathbf{V}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{\mp 40077 \sqrt{2}-56722}{1792} \\
\frac{74698 \pm 52845 \sqrt{2}}{3584}
\end{array}\right] \\
\mathbf{W}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{\mp 201035 \sqrt{2}-279322}{17920} \\
\frac{354770 \pm 252083 \sqrt{2}}{35840}
\end{array}\right] \tag{3.3.37}
\end{gather*}
$$

while the columns $\mathbf{U}_{s}^{(\mathrm{I})}$ and $\mathbf{V}_{s}^{(\mathrm{I})}$ retain the same notation (3.3.11). Then from the equation (3.3.34) we obtain for $\rho_{s}^{(\mathrm{I})}$ the same values (3.3.13) as before, as expected, and also the expression for $\rho_{s}^{(\text {II })}$ :

$$
\begin{equation*}
\rho_{s}^{(\mathrm{II})}=-\frac{\left[\rho_{s}^{(\mathrm{I})}\right]^{2}}{2}-\frac{m l^{2}}{2 N_{s}} \boldsymbol{\Phi}_{(s)}^{\mathrm{T}} \mathbf{U}_{s}^{(\mathrm{II})}=\frac{113415 \pm 79872 \sqrt{2}}{28672} . \tag{3.3.38}
\end{equation*}
$$

Thus, the oscillation frequency in the second approximation $k_{s}^{(\text {II })}(a)$ when system moves in nonlinear mode is determined by the expression:

$$
\begin{equation*}
k_{s}^{(\mathrm{II})}(a)=k_{s 0}\left(1-\frac{31 \pm 20 \sqrt{2}}{32} a^{2}+\frac{113415 \pm 79872 \sqrt{2}}{28672} a^{4}\right), \tag{3.3.39}
\end{equation*}
$$

or in a more visual form:
$k_{1}^{(\text {II })}(a)=k_{10}\left(1-0.0849 a^{2}+0.01604 a^{4}\right), \quad k_{2}^{(\text {II })}(a)=k_{20}\left(1-1.8526 a^{2}+7.8952 a^{4}\right)$.

We now obtain a solution up to the fifth order of smallness. To do this, we determine which forced oscillation excites $\mathbf{Q}$ from (3.3.36) in the unperturbed system:

$$
\begin{aligned}
& \widetilde{\boldsymbol{\varphi}}^{(\mathrm{II})}(a, \psi)=\boldsymbol{\Phi}_{(n)} \frac{\boldsymbol{\Phi}_{(n)}^{\mathrm{T}}\left(\mathbf{U}_{s}^{(\mathrm{II})} a^{3}+\mathbf{U}_{s}^{(\mathrm{II})} a^{5}\right)}{N_{n}\left(k_{n 0}^{2}-k_{s}^{2}(a)\right)} m g l \cos \psi+ \\
& +\left[\boldsymbol{\Phi}_{(1)}^{\left(\frac{\boldsymbol{\Phi}_{(1)}^{\mathrm{T}}\left(\mathbf{V}_{s}^{(\mathrm{I})} a^{3}+\mathbf{V}_{s}^{(\mathrm{II})} a^{5}\right)}{N_{1}\left(k_{10}^{2}-9 k_{s}^{2}(a)\right)}+\boldsymbol{\Phi}_{(2)} \frac{\boldsymbol{\Phi}_{(2)}^{\mathrm{T}}\left(\mathbf{V}_{s}^{(\mathrm{I})} a^{3}+\mathbf{V}_{s}^{(\mathrm{II})} a^{5}\right)}{N_{2}\left(k_{20}^{2}-9 k_{s}^{2}(a)\right)}\right] m g l \cos 3 \psi+}\right.
\end{aligned}
$$

$$
\begin{equation*}
+\left[\boldsymbol{\Phi}_{(1)} \frac{\boldsymbol{\Phi}_{(1)}^{\mathrm{T}} \mathbf{W}_{s}^{(\mathrm{II})} a^{5}}{N_{1}\left(k_{10}^{2}-25 k_{s}^{2}(a)\right)}+\boldsymbol{\Phi}_{(2)} \frac{\boldsymbol{\Phi}_{(2)}^{\mathrm{T}} \mathbf{W}_{s}^{(\mathrm{II})} a^{5}}{N_{2}\left(k_{20}^{2}-25 k_{s}^{2}(a)\right)}\right] m g l \cos 5 \psi \tag{3.3.41}
\end{equation*}
$$

Here, as before, $n=1$ for $s=2$ and vice versa $n=2$ for $s=1$. To keep the terms no higher than the fifth order of smallness in $a$, it suffices to substitute the expression (3.3.14) in the first three fractions of this formula instead of $k_{s}(a)$, and replace $k_{s}(a)$ with the constant value $k_{s 0}$ in the remaining two. Adding the expression (3.3.41) to (3.3.6), we obtain with the required accuracy:

$$
\begin{align*}
& \boldsymbol{\varphi}=\mathbf{\Phi}_{(s)} a \cos \psi+\widetilde{\boldsymbol{\varphi}}^{(\mathrm{II})}(a, \psi)= \\
& =\left(\boldsymbol{\Phi}_{(s)} a+\mathbf{u}_{s}^{(\mathrm{I})} a^{3}+\mathbf{u}_{s}^{(\mathrm{II})} a^{5}\right) \cos \psi+\left(\mathbf{v}_{s}^{(\mathrm{I})} a^{3}+\mathbf{v}_{s}^{(\mathrm{II})} a^{5}\right) \cos 3 \psi+\mathbf{w}_{s}^{(\mathrm{II})} a^{5} \cos 5 \psi, \tag{3.3.42}
\end{align*}
$$

where the columns $\mathbf{u}_{s}^{\text {(II) }}, \mathbf{v}_{s}^{\text {(II) }}$ and $\mathbf{w}_{s}^{(\text {II })}$ have representations:

$$
\begin{gather*}
\mathbf{u}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{\mp 1375 \sqrt{2}+233}{28672} \\
\frac{ \pm 233 \sqrt{2}-2750}{28672}
\end{array}\right], \quad \mathbf{v}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{812575 \pm 535236 \sqrt{2}}{802816} \\
\frac{-1148584 \mp 756783 \sqrt{2}}{802816}
\end{array}\right], \\
\mathbf{w}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{ \pm 2255280 \sqrt{2}+2911491}{9748480} \\
\frac{\mp 3111099 \sqrt{2}-4066960}{9748480}
\end{array}\right] \tag{3.3.43}
\end{gather*}
$$

and the columns $\mathbf{u}_{s}^{(\mathrm{I})}$ and $\mathbf{v}_{s}^{(\mathrm{I})}$ are defined by the former formulas (3.3.25). The expression (3.3.42) together with (3.3.39) describes the motion of flat double pendulum on each of the nonlinear modes in the second approximation. Let us now calculate the column of generalized velocities with the same accuracy:

$$
\begin{align*}
& \dot{\boldsymbol{\varphi}}=-k_{s 0}\left[\left(\mathbf{\Phi}_{(s)} a+\widetilde{\mathbf{u}}_{s}^{(\mathrm{I})} a^{3}+\widetilde{\mathbf{u}}_{s}^{(\mathrm{II})} a^{5}\right) \sin \psi+\right.  \tag{3.3.44}\\
&\left.+\left(\widetilde{\mathbf{v}}_{s}^{(\mathrm{I})} a^{3}+\widetilde{\mathbf{v}}_{s}^{(\mathrm{II})} a^{5}\right) \sin 3 \psi+\widetilde{\mathbf{w}}_{s}^{(\mathrm{II})} a^{5} \sin 5 \psi\right]
\end{align*}
$$

where the columns $\widetilde{\mathbf{u}}_{s}^{(\mathrm{I})}$ and $\widetilde{\mathbf{v}}_{s}^{(\mathrm{I})}$ keep the old representations (3.3.27) and the columns $\widetilde{\mathbf{u}}_{s}^{(\mathrm{II})}=\mathbf{u}_{s}^{(\mathrm{II})}+\rho_{s}^{(\mathrm{I})} \mathbf{u}_{s}^{(\mathrm{I})}+\rho_{s}^{(\mathrm{II})} \mathbf{\Phi}_{(s)}, \widetilde{\mathbf{v}}_{s}^{(\mathrm{II})}=3\left(\mathbf{v}_{s}^{(\mathrm{II})}+\rho_{s}^{(\mathrm{I})} \mathbf{v}_{s}^{(\mathrm{I})}\right)$ and $\widetilde{\mathbf{w}}_{s}^{(\mathrm{II})}=$
$5 \mathbf{w}_{s}^{(\mathrm{II})}$ have the following form:

$$
\begin{gather*}
\widetilde{\mathbf{u}}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{111660 \pm 77069 \sqrt{2}}{28672} \\
\frac{\mp 57585 \sqrt{2}-82675}{14336}
\end{array}\right], \quad \widetilde{\mathbf{v}}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{3435281 \pm 2329564 \sqrt{2}}{802816} \\
\frac{\mp 3270817 \sqrt{2}-4820440}{802816}
\end{array}\right] \\
\widetilde{\mathbf{w}}_{s}^{(\mathrm{II})}=\left[\begin{array}{c}
\frac{ \pm 2255280 \sqrt{2}+2911491}{1949696} \\
\frac{\mp 3111099 \sqrt{2}-4066960}{1949696}
\end{array}\right] \tag{3.3.45}
\end{gather*}
$$

To verify the obtained results, we write down the total mechanical energy of the system up to terms of the sixth order of smallness. Turning again to the formula (2.3.10) and expanding the series of trigonometric functions included in it with the retention of the required number of terms, we obtain the following expression:

$$
\begin{align*}
E=\frac{1}{2} m l^{2}\left[2 \dot{\varphi}_{1}^{2}+\dot{\varphi}_{2}^{2}\right. & \left.+2 \dot{\varphi}_{1} \dot{\varphi}_{2}\left(1-\frac{\left(\varphi_{2}-\varphi_{1}\right)^{2}}{2}+\frac{\left(\varphi_{2}-\varphi_{1}\right)^{4}}{24}\right)\right]+  \tag{3.3.46}\\
& +\frac{1}{2} m g l\left(2 \varphi_{1}^{2}+\varphi_{2}^{2}-\frac{\varphi_{1}^{4}}{6}-\frac{\varphi_{2}^{4}}{12}+\frac{\varphi_{1}^{6}}{180}+\frac{\varphi_{2}^{6}}{360}\right)
\end{align*}
$$

Substituting the formulas (3.3.42) and (3.3.44) into it, we finally get:

$$
\begin{equation*}
E^{(\mathrm{II})}=E_{0}\left(1+\frac{\mp 20 \sqrt{2}-37}{64} a^{2}+\frac{2262801 \pm 1577160 \sqrt{2}}{802816} a^{4}\right), \quad E_{0}=2 m g l a^{2} \tag{3.3.47}
\end{equation*}
$$

It can be seen that the total energy does not depend on $\psi$ in this approximation, which is an indicator of the correctness of the constructed solution.

Referring to the formula (3.3.42), we determine the oscillation amplitudes of the pendulum links depending on the parameter $a$ in the second approximation:

$$
\begin{gather*}
A_{1 s}^{(\mathrm{II})}(a)=a+\frac{\mp 468 \sqrt{2}-353}{2688} a^{3}+\frac{22500963 \pm 14502380 \sqrt{2}}{17059840} a^{5},  \tag{3.3.48}\\
A_{2 s}^{(\mathrm{II})}(a)=\sqrt{2} a+\frac{ \pm 865 \sqrt{2}+744}{2688} a^{3}+\frac{-33160840 \mp 21387427 \sqrt{2}}{17059840} a^{5} .
\end{gather*}
$$

Writing down the expression for the ratio of these amplitudes and expanding it
into a series with the retention of two correction terms, we get:

$$
\begin{equation*}
\mu_{s}^{(\mathrm{II})}(a)=\mu_{s 0}\left(1-\frac{16 \mp 3 \sqrt{2}}{84} a^{2}+\frac{ \pm 895665 \sqrt{2}-747064}{9596000} a^{4}\right) \tag{3.3.49}
\end{equation*}
$$

or in a more visual form:
$\mu_{1}^{(\mathrm{II})}(a)=\mu_{10}\left(1-0.2410 a^{2}-0.2099 a^{4}\right), \quad \mu_{2}^{(\mathrm{II})}(a)=\mu_{20}\left(1-0.1399 a^{2}+0.0542 a^{4}\right)$.

The formula (3.3.49) refines the expression (3.3.31) obtained earlier in the first approximation and gives a certain representation of the first oscillation mode in a wider range of the parameter $a$.

We note a regularity that can be traced when we construct formulas in the first and second approximations for system motions on nonlinear oscillation modes: it is clear that all differences between the first and second modes in all expressions are only in the sign in front of the value $\sqrt{2}$.

Discussion of the results. We now turn to the analysis of the obtained results. First, let us analyze the formulas obtained for the first nonlinear oscillation mode. We plot the dependence of the oscillation frequency when the system moves on the first mode in the first (3.3.14) and in the second approximation (3.3.39), divided by the frequency in the linear model (i.e. $k_{1} / k_{10}$ ), on the oscillation amplitude of the first link $A_{11}$ within the same approximations according to (3.3.30) and (3.3.48), respectively. As for orthogonal double pendulum, here in each case we have a parametric dependence of the frequency on this amplitude by means of an intermediate parameter $a$, and each subsequent approximation takes into account a new correction both in the expression for the frequency and in the expression for the amplitude. However, in contrast to the orthogonal double pendulum, where the study of nonlinear oscillation modes was reduced to the analysis of an ordinary mathematical pendulum, which admits an exact analytical solution, in the case of flat double pendulum such a well-known solution for nonlinear oscillation modes is absent. Therefore, approximate analytical results must be compared with the corresponding numerical results obtained by numerical integration of the matrix equation of motion (2.3.11). To do this, for each specific oscillation amplitude of the first link $A_{11}$, we should numerically select such an oscillation amplitude of the second link $A_{21}$, setting them as the initial conditions of motion (the initial angular velocities of the links are assumed to be equal to
zero), so that the motion of the double pendulum will be periodic (more precisely, the closest to periodic) with a frequency near the first oscillation frequency of the linear model $k_{10}$ (so as not to get into the second mode). As a result, one can also determine the oscillation frequency $k_{1}$ for each amplitude $A_{11}$, and we should compare the approximate analytical results with it, and also give the dependence of the dimensionless frequency $k_{1} / k_{10}$ corresponding to it on $A_{11}$. All mentioned dependencies are shown in Fig. 3.4. It can be seen that the analytical and numerical results correlate very well, and each subsequent approximation refines the results. Moreover, the oscillation frequency changes in a fairly small range with increasing amplitude. Thus, by analyzing the constructed plots, one can verify that the formulas obtained above give asymptotically correct results.


Fig. 3.4. Dependence of the dimensionless frequency $k_{1} / k_{10}$ on amplitude $A_{11}$ :
1 - first approximation, 2 - second approximation, o-numerical solution

Let us now turn to the expression for the ratio of amplitudes in the first (3.3.31) and second (3.3.49) approximations and plot the dependence of $\mu_{1} / \mu_{10}$ on the oscillation amplitude of the first link $A_{11}$ according to (3.3.30) and (3.3.48). In this case, we also compare the results with numerical ones. According to Fig. 3.5, it can be seen that each subsequent approximation refines the results, i.e., the obtained formulas also give asymptotically correct results in this case. It can also be seen that the ratio of the amplitudes decreases with their increase, changing more significantly than the oscillation frequency.

It should be emphasized that for the excitation of oscillations on the first nonlinear mode at sufficiently large amplitudes, it is completely impossible to use


Fig. 3.5. Dependence of value $\mu_{1} / \mu_{10}$ on amplitude $A_{11}: 1$ - first approximation, 2 - second approximation, ○-numerical solution
the linear model, since it will already give incorrect results, but it is necessary to use the obtained asymptotic expressions. For example, if it is necessary to excite system oscillations on the first mode with the oscillation amplitude of the first link $A_{11}=45^{\circ}$, then from the obtained formulas, by varying the parameter $a$, it is easy to determine what the oscillation amplitude of the second link $A_{21}$ should be. So, when we use a linear model, it should be $A_{21}=63.6^{\circ}$, in the first approximation $A_{21}=55.8^{\circ}$, and in the second approximation $A_{21}=52.6^{\circ}$. The value obtained by numerical integration will be $A_{21}=53^{\circ}$, and, as can be seen, it differs very little from the second approximation, has noticeable differences from the first approximation, and differs quite strongly from the value from linear model.

In order to visually illustrate the process of the drift of the first oscillation mode during the transition from a linear to a nonlinear zone, let us turn to the construction of a phase portrait of the system when it moves on this mode. It is clear that the phase space in the problem under consideration is fourdimensional. Therefore, it is convenient to construct a phase portrait for each generalized coordinate separately, i.e., in the form of projections onto the planes $\left(\varphi_{1}, \dot{\varphi}_{1} / k_{10}\right)$ and $\left(\varphi_{2}, \dot{\varphi}_{2} / k_{10}\right)$, where the division of the generalized velocities by the value $k_{10}$ is carried out from dimension considerations [142]. We will plot a phase portrait using the formulas of the second approximation and compare it with the results obtained using numerical integration. Of course, the accordance between analytical and numerical results here must be made from the condition
of equality of the energy levels corresponding to them. For a numerical solution, it is easiest to set the initial values $\varphi_{10}$ and $\varphi_{20}$ of the angles $\varphi_{1}$ and $\varphi_{2}$, leaving the system to itself, as was done above with study of the oscillation frequency and the ratio of oscillation amplitudes. These values must be chosen so that they correspond to a periodic motion on the first mode, and, as mentioned above, that the according numerical phase trajectory corresponds to the same energy level as the phase trajectory from the approximate analytical solution. For convenience, we introduce the dimensionless energy $\varepsilon=E /(m g l)$. On the one hand, for given initial conditions in the numerical solution, it is determined according to (2.3.10):

$$
\begin{equation*}
\varepsilon=3-2 \cos \varphi_{10}-\cos \varphi_{20} . \tag{3.3.51}
\end{equation*}
$$

On the other hand, the expression for the dimensionless energy in the second approximation according to (3.3.47) will be:

$$
\begin{equation*}
\varepsilon=2 a^{2}\left(1+\frac{20 \sqrt{2}-37}{64} a^{2}+\frac{2262801-1577160 \sqrt{2}}{802816} a^{4}\right) . \tag{3.3.52}
\end{equation*}
$$

By changing the parameter $a$, we will thereby vary the value of $\varepsilon$, i.e., we will obtain phase trajectories with different energy levels. Figs 3.6 and 3.7 show phase portraits on the planes $\left(\varphi_{1}, \dot{\varphi}_{1} / k_{10}\right)$ and $\left(\varphi_{2}, \dot{\varphi}_{1} / k_{10}\right)$. The solid lines show the phase trajectories corresponding to the asymptotic formulas of the second approximation, and the circles show the values obtained as result of numerical integration and taken at regular time intervals. One can see a very good agreement between the analytical and numerical results, and the process of oscillation mode drift with increase in the dimensionless energy level $\varepsilon$ is also clearly observed. Thus, for small $\varepsilon$, the phase trajectories are concentric circles, which correspond to the motion on linear oscillation mode, while as $\varepsilon$ increases, the circles gradually begin to be distorted and turn into other, more complex phase trajectories.

In addition, it is also of interest to construct a phase portrait for the interlink angle $\theta_{2}=\varphi_{2}-\varphi_{1}$, which can be taken as the second generalized coordinate instead of the absolute angle $\varphi_{2}$, i.e., on the plane $\left(\theta_{2}, \dot{\theta}_{2} / k_{10}\right)$, for the same energy levels. It is shown in Fig. 3.8 and has a very nontrivial form. It demonstrates that as $\varepsilon$ increases, the phase trajectories significantly complicate their character and acquire peculiar "loops". In this case, with increase in the energy level, the circles are located on the phase trajectories more and more unevenly. It can also be seen


Fig. 3.6. Phase portrait for coordinate $\varphi_{1}$ : solid lines - approximate analytical results, o-numerical solution


Fig. 3.7. Phase portrait for coordinate $\varphi_{2}$ : solid lines - approximate analytical results, ○-numerical solution
that as the energy level increases, more tangible differences between the analytical and numerical results begin to appear here than in Figs 3.6 and 3.7. We note that the intersection of phase trajectories with different energy levels in Fig. 3.8 does not at all contradict the proposition that phase trajectories should not intersect each other, since the above Figure shows only projections of phase trajectories onto the plane $\left(\theta_{2}, \dot{\theta}_{2} / k_{10}\right)$, while in reality the phase space is four-dimensional, and no intersections of phase trajectories will be observed in it. In this case, the energy levels corresponding to the constructed trajectories were chosen in such a way that all phase portraits were the most accessible for perception.

For greater clarity, graph dependencies of the absolute angles $\varphi_{1}$ and $\varphi_{2}$ and the interlink angle $\theta_{2}$ on the phase angle $\psi$ as it changes from 0 to $2 \pi$, corresponding to one oscillation period, are presented in Fig. 3.9, and they are in accordance with the phase trajectory with the highest energy level of those plotted in Figs 3.6-3.8. In this case, the value $\psi=k_{1} t$ is also introduced for the numerical solution, where $k_{1}$ is the frequency obtained in the course of this solution, and the analytical results correspond to the formulas of the second approximation. As before, the analytical dependencies are represented by solid lines, and the


Fig. 3.8. Phase portrait for coordinate $\theta_{2}$ : solid lines - approximate analytical results, ○ - numerical solution
numerical dependencies are shown by circles. These graphs once again clearly demonstrate the nontrivial character of the movements of flat double pendulum on the first nonlinear mode, and there is also a good agreement between the numerical and analytical results. Similar graphs are presented in Fig. 3.10, but for the corresponding angular velocities. It should be noted that for the given case,
the angle $\theta_{2}$, as well as the angular velocities $\dot{\varphi}_{1} / k_{10}$ and $\dot{\theta}_{2} / k_{10}$ differ significantly from sinusoidal functions and have six extremes on the oscillation period, not two, as is the case of small oscillations. At the same time, the angles $\varphi_{1}$ and $\varphi_{2}$, as well as the angular velocity $\dot{\varphi}_{2} / k_{10}$, have two extremes on the oscillation period, as in the case of small oscillations, but their form is also significantly different from sinusoidal functions, thereby clearly reflecting the influence of nonlinear factors.


Fig. 3.9. Graph dependencies of $\varphi_{1}, \varphi_{2}$ и $\theta_{2}$ on $\psi$ : solid lines - approximate analytical results, $\circ$ - numerical solution


Fig. 3.10. Graph dependencies of $\dot{\varphi}_{1} / k_{10}, \dot{\varphi}_{2} / k_{10}$ и $\dot{\theta}_{2} / k_{10}$ on $\psi$ : solid lines approximate analytical results, ○-numerical solution

We can also conclude from these considerations that if the angles $\varphi_{1}$ and $\theta_{2}$ are taken as generalized coordinates, then the ratio of their values achieved at
$\psi=0$ and taken as oscillation amplitudes will be an adequate characteristic of the nonlinear oscillation mode only at sufficiently small deviations, since the maximum value of the angle $\theta_{2}$ with their increase will not be reached at all at $\psi=0$. In this case, such a ratio will already be meaningless. This circumstance once again emphasizes that in order to describe a nonlinear mode, it is necessary to know the specific dependencies of the generalized coordinates on time (or the phase angle) and the oscillation frequency corresponding to them. These expressions were obtained above, and they made it possible to describe the first nonlinear oscillation mode, i.e., the fundamental tone, which represents the main practical value. It turned out that the limits of applicability of the asymptotic formulas of the second approximation turn out to be quite wide, which ensures their importance in the study of periodic modes of motion of a flat double pendulum. In this case, the limits of applicability of the asymptotic formulas of the second approximation turn out to be quite wide, which ensures their importance in the study of periodic motion modes of flat double pendulum.

Let us now turn to a brief discussion of the results corresponding to the second nonlinear oscillation mode. As before for the first mode, we consider the dependence of the second frequency, divided by the corresponding linear frequency: $k_{2} / k_{20}$, on the amplitude of the first link $A_{12}$ using the same formulas that contain the first two approximations. We also plot the dependence $\mu_{2} / \mu_{20}$ on the oscillation amplitude of the first link $A_{12}$ in two approximations. In each case, we also apply the results obtained using numerical integration. These dependencies are shown in Figs 3.11 and 3.12 respectively.

It can be seen according to Fig. 3.11 that each next approximation refines the results for the frequency, although it is acceptable in a rather narrow range of amplitudes. In this case, the second oscillation frequency changes strongly even at small amplitudes, in contrast to the first frequency. This also follows from the formulas (3.3.40), where there are very significant numerical coefficients for the second frequency in comparison with the expression for the first frequency. In particular, this also indicates that the area of applicability of the linear theory in studying the system motions on the second oscillation mode is much smaller than on the first mode, and it is limited for both angles to only a few degrees. Formally, this is explained by the fact that when we have oscillations on the first mode, when $\varphi_{1}$ and $\varphi_{2}$ oscillate in phase in the initial approximation, and when


Fig. 3.11. Dependence of dimensionless frequency $k_{2} / k_{20}$ on amplitude $A_{12}$ : 1 - first approximation, 2 - second approximation, ○-numerical solution


Fig. 3.12. Dependence of value $\mu_{2} / \mu_{20}$ on amplitude $A_{12}$ :
1 - first approximation, $2-$ second approximation, $\circ-$ numerical solution
we have oscillations on the second mode, when $\varphi_{1}$ and $\varphi_{2}$ oscillate out of phase, expansion of the nonlinear terms (3.3.5) of the equations under study (3.3.1) into series will adequately describe the behavior of the system in different ranges of oscillation amplitudes. The ratio of amplitudes does not undergo practically any changes in the considered range. However, even in such a narrow range, a reliable asymptotic behavior of the obtained results is clearly demonstrated. Thus, despite the fact that the oscillation frequency strongly depends on the amplitude, i.e., this zone is already nonlinear, the ratio of the amplitudes and the character of the corresponding oscillation mode in the amplitude range under consideration will still be practically indistinguishable from the linear variant.

### 3.4. Nonlinear Oscillation Modes in General Case of Spatial Double Pendulum

Let us turn to the study of nonlinear oscillation modes in the general case of a spatial double pendulum, using the already proven technique and constructing here only one approximation due to the sufficient cumbersomeness of subsequent calculations [143]. To this purpose, we rewrite the nonlinear matrix motion equation (2.2.12) in the following form:

$$
\begin{equation*}
\mathbf{A}_{0} \ddot{\boldsymbol{\theta}}+\mathbf{C}_{0} \boldsymbol{\theta}=\widetilde{\mathbf{A}}(\boldsymbol{\theta}) \ddot{\boldsymbol{\theta}}+\widetilde{\mathbf{B}}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})+\widetilde{\mathbf{C}}(\boldsymbol{\theta})=\mathbf{Q}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}}, \ddot{\boldsymbol{\theta}}) \tag{3.4.1}
\end{equation*}
$$

where the matrices $\mathbf{A}_{0}$ and $\mathbf{C}_{0}$ are defined by the formulas (2.4.2), and the notation is made:

$$
\begin{equation*}
\widetilde{\mathbf{A}}(\boldsymbol{\theta})=\mathbf{A}_{0}-\mathbf{A}(\boldsymbol{\theta}), \quad \widetilde{\mathbf{B}}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})=-\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}}), \quad \widetilde{\mathbf{C}}(\boldsymbol{\theta})=\mathbf{C}_{0} \boldsymbol{\theta}-\mathbf{C}(\boldsymbol{\theta}) \tag{3.4.2}
\end{equation*}
$$

It is enough to keep only the cubic nonlinearity in expression for $\mathbf{Q}$ to construct the first approximation. In turn, this means that the following approximations for matrix $\widetilde{\mathbf{A}}$ and columns $\widetilde{\mathbf{B}}$ and $\widetilde{\mathbf{C}}$ should be used:

$$
\begin{gather*}
\widetilde{\mathbf{A}}(\boldsymbol{\theta})=\frac{1}{2} m l^{2} \theta_{2}^{2}\left[\begin{array}{cc}
2\left(1+\sin ^{2} \alpha\right) & \cos \alpha \\
\cos \alpha & 0
\end{array}\right] \\
\widetilde{\mathbf{B}}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})=m l^{2} \theta_{2}\left[\begin{array}{c}
\left(2\left(1+\sin ^{2} \alpha\right) \dot{\theta}_{1}+\cos \alpha \dot{\theta}_{2}\right) \dot{\theta}_{2} \\
-\left(1+\sin ^{2} \alpha\right) \dot{\theta}_{1}^{2}
\end{array}\right],  \tag{3.4.3}\\
\widetilde{\mathbf{C}}(\boldsymbol{\theta})=\frac{1}{6} m g l\left[\begin{array}{l}
3 \theta_{1}\left(\theta_{1}^{2}+\theta_{2}^{2}\right)+\cos \alpha \theta_{2}\left(3 \theta_{1}^{2}+\theta_{2}^{2}\right) \\
\theta_{2}\left(3 \theta_{1}^{2}+\theta_{2}^{2}\right)+\cos \alpha \theta_{1}\left(\theta_{1}^{2}+3 \theta_{2}^{2}\right)
\end{array}\right],
\end{gather*}
$$

so that the column $\mathbf{Q}$ will contain third-order nonlinear terms at $\boldsymbol{\theta}, \dot{\boldsymbol{\theta}}$ and $\ddot{\boldsymbol{\theta}}$. We note that, by virtue of the construction of only the first approximation, its number will be omitted everywhere below. As an initial approximation, we take the following expression:

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta}_{(s)} a \cos \psi \tag{3.4.4}
\end{equation*}
$$

where $a=$ const, and the oscillation frequency depends on $a$ as follows:

$$
\begin{equation*}
\dot{\psi}=k_{s 0}\left(1+\rho_{s} a^{2}\right)=k_{s}(a), \tag{3.4.5}
\end{equation*}
$$

and the modes of small oscillations are here taken in the form $\boldsymbol{\Theta}_{(s)}=\left[1, \beta_{s 0}\right]^{\mathrm{T}}$ taking into account the expression (2.4.14). Therefore, the value of $a$ according to (3.4.4) will be the amplitude of oscillations of the angle $\theta_{1}$ in the initial approximation. The correction factor $\rho_{s}$ in the expression for the frequency $k_{s}$ will now depend on the angle $\alpha$, and establishing this dependence is one of the main tasks. As before, it should be determined from the harmonic balance equation for the given oscillation mode $\boldsymbol{\Theta}_{(s)}$ :

$$
\begin{equation*}
\int_{0}^{2 \pi} \boldsymbol{\Theta}_{(s)}^{\mathrm{T}}\left(\mathbf{A}_{0} \ddot{\boldsymbol{\theta}}+\mathbf{C}_{0} \boldsymbol{\theta}-\mathbf{Q}\right) \cos \psi d \psi=0 . \tag{3.4.6}
\end{equation*}
$$

We calculate the column $\ddot{\boldsymbol{\theta}}$ up to terms of the third order of smallness, according to (3.4.4) and taking into account (3.4.5), and also the column of nonlinear terms Q with the same accuracy:

$$
\begin{equation*}
\ddot{\boldsymbol{\theta}}=-\boldsymbol{\Theta}_{(s)} a \cos \psi k_{s 0}^{2}\left(1+2 \rho_{s} a^{2}\right), \quad \mathbf{Q}=m g l\left(\mathbf{U}_{s} \cos \psi+\mathbf{V}_{s} \cos 3 \psi\right) a^{3}, \tag{3.4.7}
\end{equation*}
$$

where the columns $\mathbf{U}_{s}$ and $\mathbf{V}_{s}$ have the following representations:

$$
\begin{align*}
\mathbf{U}_{s}= & \frac{1}{8}\left\{\left[\begin{array}{c}
3 \\
\beta_{s 0}^{3}
\end{array}\right]+\left(3-2 p_{s 0}^{2}\left(1+\sin ^{2} \alpha\right)\right) \beta_{s 0}\left[\begin{array}{c}
\beta_{s 0} \\
1
\end{array}\right]+\right.  \tag{3.4.8}\\
& \left.+\cos \alpha\left[\begin{array}{c}
3 \beta_{s 0} \\
1
\end{array}\right]+\cos \alpha\left(1-p_{s 0}^{2}\right) \beta_{s 0}^{2}\left[\begin{array}{c}
\beta_{s 0} \\
3
\end{array}\right]\right\}, \\
\mathbf{V}_{s}= & \frac{1}{24}\left\{\left[\begin{array}{c}
3 \\
\beta_{s 0}^{3}
\end{array}\right]+3 \beta_{s 0}\left[\begin{array}{c}
\beta_{s 0} \\
1
\end{array}\right]+6\left(1+\sin ^{2} \alpha\right) p_{s 0}^{2} \beta_{s 0}\left[\begin{array}{c}
-3 \beta_{s 0} \\
1
\end{array}\right]+\right.  \tag{3.4.9}\\
& \left.+\cos \alpha\left[\begin{array}{c}
3 \beta_{s 0} \\
1
\end{array}\right]+\cos \alpha \beta_{s 0}^{2}\left[\begin{array}{c}
\beta_{s 0} \\
3
\end{array}\right]-3 \cos \alpha p_{s 0}^{2} \beta_{s 0}^{2}\left[\begin{array}{c}
3 \beta_{s 0} \\
1
\end{array}\right]\right\} .
\end{align*}
$$

Substituting now (3.4.8) and (3.4.9) into (3.4.6) and taking into account that $\left(\mathbf{C}_{0}-k_{s 0}^{2} \mathbf{A}_{0}\right) \boldsymbol{\Theta}_{(s)}=0$, we get after transformations:

$$
\begin{equation*}
\rho_{s}=-\frac{m g l}{2 N_{s} k_{s 0}^{2}} \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{U}_{s}=-\frac{1}{2 H_{s} p_{s 0}^{2}} \Theta_{(s)}^{\mathrm{T}} \mathbf{U}_{s}, \tag{3.4.10}
\end{equation*}
$$

where the values $N_{s}$ and $H_{s}$ are determined by the formulas (2.4.23) and (2.4.24) respectively. It is not difficult to calculate the expression $\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{U}_{s}$ in (3.4.10) using
the formula (3.4.8):

$$
\begin{align*}
\Theta_{(s)}^{\mathrm{T}} \mathbf{U}_{s}=\frac{1}{8}\left[3+4 \cos \alpha \beta_{s 0}+2(3-\right. & \left.2 p_{s 0}^{2}\left(1+\sin ^{2} \alpha\right)\right) \beta_{s 0}^{2}+  \tag{3.4.11}\\
& \left.+4 \cos \alpha\left(1-p_{s 0}^{2}\right) \beta_{s 0}^{3}+\beta_{s 0}^{4}\right]
\end{align*}
$$

Thus, the dependence (3.4.10), taking into account (2.4.14), (2.4.24) and (3.4.11), determines the dependence of the correction factor $\rho_{s}$ on the angle $\alpha$.

It remains to obtain a solution up to the third order of smallness. For this, we find the correction $\widetilde{\boldsymbol{\theta}}(a, \psi)$ due to the value $\mathbf{Q}$ in equation (3.4.1). By analogy with the formula (3.3.23), it is easy to understand what kind of oscillations the force Q excites in the unperturbed system, up to terms of the third order of smallness:

$$
\begin{equation*}
\widetilde{\boldsymbol{\theta}}(a, \psi)=\left(\mathbf{u}_{s} \cos \psi+\mathbf{v}_{s} \cos 3 \psi\right) a^{3} \tag{3.4.12}
\end{equation*}
$$

where the columns are $\mathbf{u}_{s}=\left[u_{1 s}, u_{2 s}\right]^{\mathrm{T}}$ and $\mathbf{v}_{s}=\left[v_{1 s}, v_{2 s}\right]^{\mathrm{T}}$ have the following form:

$$
\begin{equation*}
\mathbf{u}_{s}=\boldsymbol{\Theta}_{(n)} \frac{\boldsymbol{\Theta}_{(n)}^{\mathrm{T}} \mathbf{U}_{s}}{H_{n}\left(p_{n 0}^{2}-p_{s 0}^{2}\right)}, \quad \mathbf{v}_{s}=\boldsymbol{\Theta}_{(1)} \frac{\boldsymbol{\Theta}_{(1)}^{\mathrm{T}} \mathbf{V}_{s}}{H_{1}\left(p_{10}^{2}-9 p_{s 0}^{2}\right)}+\boldsymbol{\Theta}_{(2)} \frac{\boldsymbol{\Theta}_{(2)}^{\mathrm{T}} \mathbf{V}_{s}}{H_{2}\left(p_{20}^{2}-9 p_{s 0}^{2}\right)} \tag{3.4.13}
\end{equation*}
$$

where $n=1$ for $s=2$ and vice versa $n=2$ for $s=1$. As before, a "regularized oscillation" is written here, which takes into account that when constructing a solution for a given oscillation mode $\boldsymbol{\Theta}_{(s)}$, it is already balanced due to (3.4.6). Therefore, only the term corresponding to the other oscillation mode is retained in the expression for $\mathbf{u}_{s}$. It should also be emphasized that the small oscillation frequencies maximally differ at $\alpha=0$, when $p_{20} / p_{10}=\sqrt{2}+1 \approx 2.4142$, and this ratio tends to the value $p_{20} / p_{10}=\sqrt{5 / 3} \approx 1.2910$ with increasing $\alpha$ from 0 to $\pi / 2$. Consequently, the denominators of fractions in the formula (3.4.13) for $\mathbf{v}_{s}$ cannot be equal to zero, which ensures the correctness of the constructed solution for the considered double pendulum with noncollinear joints. Summing up the expressions (3.4.12) and (3.4.4), we obtain a solution with the desired accuracy:

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta}_{(s)} a \cos \psi+\widetilde{\boldsymbol{\theta}}(a, \psi)=\left(\boldsymbol{\Theta}_{(s)} a+\mathbf{u}_{s} a^{3}\right) \cos \psi+\mathbf{v}_{s} a^{3} \cos 3 \psi \tag{3.4.14}
\end{equation*}
$$

which describes the motion of the system on a nonlinear oscillation mode. Therefore, the expression for the column of generalized velocities $\dot{\boldsymbol{\theta}}$, taking into account (3.4.5), will then look like:

$$
\begin{equation*}
\dot{\boldsymbol{\theta}}=-k_{s 0}\left[\left(\boldsymbol{\Theta}_{(s)} a+\widetilde{\mathbf{u}}_{s} a^{3}\right) \sin \psi+\widetilde{\mathbf{v}}_{s} a^{3} \sin 3 \psi\right] \tag{3.4.15}
\end{equation*}
$$

where the following notations are made: $\widetilde{\mathbf{u}}_{s}=\mathbf{u}_{s}+\rho_{s} \Theta_{(s)}$ and $\widetilde{\mathbf{v}}_{s}=3 \mathbf{v}_{s}$.
In order to make sure that the constructed solution is correct, we should check the constancy of total mechanical energy with the required accuracy. Considering that the exact expressions for the kinetic and potential energies are respectively (2.2.8) and (2.2.10), we expand the trigonometric functions included in them into Taylor series, as a result of which we get:

$$
\begin{align*}
& E=\frac{1}{2} m l^{2}\left[\left(5-\left(1+\sin ^{2} \alpha\right) \theta_{2}^{2}\right) \dot{\theta}_{1}^{2}+\cos \alpha\left(4-\theta_{2}^{2}\right) \dot{\theta}_{1} \dot{\theta}_{2}+\dot{\theta}_{2}^{2}\right]+  \tag{3.4.16}\\
& +\frac{1}{2} m g l\left[3 \theta_{1}^{2}-\frac{\theta_{1}^{4}}{4}+\theta_{2}^{2}-\frac{\theta_{2}^{4}}{12}-\frac{\theta_{1}^{2} \theta_{2}^{2}}{2}+2 \cos \alpha \theta_{1} \theta_{2}\left(1-\frac{\theta_{1}^{2}}{6}-\frac{\theta_{2}^{2}}{6}\right)\right]
\end{align*}
$$

Taking into account the formulas (3.4.14) and (3.4.15), we the obtain an expression for the total energy up to the terms of the fourth order of smallness at $a$ :

$$
\begin{equation*}
E=E_{s 0}\left(1+\delta_{s} a^{2}\right), \quad E_{s 0}=\frac{1}{2} m g l H_{s} p_{s 0}^{2} a^{2} \tag{3.4.17}
\end{equation*}
$$

which does not depend on $\psi$. This circumstance can be verified using computational procedures in any computer program, since analytical calculations here turn out to be too cumbersome. We note that $E_{s 0}$ in (3.4.17) represents the total mechanical energy in the linear model, and the dependence of the coefficient $\delta_{s}$ on the angle $\alpha$ can also be obtained using computational procedures.

Let us further consider in detail the first nonlinear oscillation mode, which, as mentioned above, represents the main practical value. We plot the dependence of the correction factor $\rho_{1}$ on the angle $\alpha$. It is shown in Fig. 3.13. It is easy to check the results obtained in the special cases $\alpha=0$ and $\alpha=\pi / 2$, which were considered above. At $\alpha=0$ we have according to (3.4.10) $\rho_{1}=-(31-20 \sqrt{2}) / 32 \approx-0.0849$, which agrees with the expression (3.3.13), and at $\alpha=\pi / 2$ we get $\rho_{1}=-1 / 16=$ -0.0625 , as it should be based on the formula (3.2.10). These values are clearly visible in Fig. 3.13.

Discussion of the results. Let us now discuss the dependencies of the elements of columns $\mathbf{u}_{1}=\left[u_{11}, u_{21}\right]^{\mathrm{T}}$ and $\mathbf{v}_{1}=\left[v_{11}, v_{21}\right]^{\mathrm{T}}$, which characterize the correction terms in the formula (3.4.14), on the angle $\alpha$. They are presented graphically in Figs 3.14 and 3.15 respectively. In case $\alpha=0$ we find from (3.4.13) values: $u_{11}=(1-\sqrt{2}) / 32 \approx-0.0129, u_{21}=1 / 32=0.03125, v_{11}=(552 \sqrt{2}-$ $437) / 2688 \approx 0.1278$ and finally $v_{21}=(1013-1333 \sqrt{2}) / 2688 \approx-0.3245$. To


Fig. 3.13. Graph dependence of value $\rho_{1}$ on angle $\alpha$


Fig. 3.15. Graph dependencies of values $v_{11}$ and $v_{21}$ on angle $\alpha$


Fig. 3.14. Graph dependencies of values $u_{11}$ and $u_{21}$ on angle $\alpha$


Fig. 3.16. Graph dependence of value $\delta_{1}$ on angle $\alpha$
check these results, we should compare them with the values obtained earlier. Recall that when studying the variant $\alpha=0$, we took as generalized coordinates the absolute deviation angles $\varphi_{1}$ and $\varphi_{2}$ of the pendulum links from the vertical. As mentioned above, these angles are related to the rotation angles in joints by the relations $\varphi_{1}=\theta_{1}, \varphi_{2}=\theta_{1}+\theta_{2}$, and this should be taken into account when calculating the values $u_{11}, u_{21}, v_{11}, v_{21}$ from the formula (3.4.14) for the case of a flat double pendulum. Referring to the formulas (3.3.24) and (3.3.25), it is easy to check that the indicated values really take at $\alpha=0$ the same values that were written above. For the case $\alpha=\pi / 2$ we find from (3.4.13): $u_{11}=u_{21}=v_{21}=0$ and $v_{11}=-1 / 192 \approx-0.005208$, which is in full agreement with the formula (3.2.14). All these values are easily seen in Figs 3.14 and 3.15. We also note that both $u_{11}=0$ and $u_{21}=0$ when condition $\Theta_{(2)}^{\mathrm{T}} \mathbf{U}_{1}=0$ is performed, i.e., at $\alpha=0.8108$.

The graph dependence of the coefficient $\delta_{1}$ in the expression for the total energy on the angle $\alpha$ is shown in Fig. 3.16. In the particular cases we have: $\delta_{1}=(20 \sqrt{2}-37) / 64 \approx-0.1362$ at $\alpha=0$ и $\delta_{1}=-3 / 32=-0.09375$ at $\alpha=\pi / 2$, and these values are in full agreement with the formulas (3.3.29) and (3.2.19).

Next, we present the phase portrait of the system movement on the first nonlinear oscillation mode, for example, at $\alpha=\pi / 6$, considering the motion of the representing point in the projection onto the planes $\left(\theta_{1}, \dot{\theta}_{1} / k_{10}\right)$ and $\left(\theta_{2}, \dot{\theta}_{2} / k_{10}\right)$. We restrict ourselves here to only demonstrating a smooth transition of linear to nonlinear oscillations mode, depicting phase trajectories with not very large energy. It is necessary to use the formulas (3.4.14) and (3.4.15) to construct these trajectories. In addition, we compare qualitatively and quantitatively the obtained solution with the numerical one constructed using numerical integration procedure. To numerically determine the nonlinear mode, as usual, one can set the initial values $\theta_{10}$ and $\theta_{20}$ of the angles $\theta_{1}$ and $\theta_{2}$ without specifying the initial velocities, and these values must be chosen so that they correspond to periodic movement, which frequency should be close to the linear value $k_{10}$. Finally, the phase trajectories in the analytical and numerical solution must correspond to the same energy level. Reintroducing the dimensionless energy $\varepsilon=E /(m g l)$, we establish that for given initial conditions in the numerical solution it is determined
by the expression:

$$
\begin{equation*}
\varepsilon=3-\left(2+\cos \theta_{20}\right) \cos \theta_{10}+\cos \alpha \sin \theta_{20} \sin \theta_{10} \tag{3.4.18}
\end{equation*}
$$

which follows from (2.2.10), and at the same time, in the approximate analytical solution according to (3.4.17), it has the form:

$$
\begin{equation*}
\varepsilon=\frac{1}{2} H_{1} p_{10}^{2}\left(1+\delta_{1} a^{2}\right)=1.8924 a^{2}\left(1-0.1276 a^{2}\right) \tag{3.4.19}
\end{equation*}
$$

where the specific values of the coefficients are also indicated for the case $\alpha=\pi / 6$. The phase portraits are shown in Figs 3.17 and 3.18. The solid lines represent the approximate analytical results, and the circles correspond to the results of numerical integration, and they correspond to values which are taken at equal time intervals. It is seen that there is a good agreement between the analytical and numerical results. Moreover, the shape of phase trajectories with energy level increasing is more and more different from the circular one that corresponds to the linear model. This can be seen especially clearly in Fig. 3.18, although the values $\theta_{2}$ and $\dot{\theta}_{2} / k_{10}$ are rather small. Nevertheless, the nonlinearity influence is very significant here.

For greater clarity, we finally plot the graphs dependencies of the values of angles $\theta_{1}$ и $\theta_{2}$ and dimensionless angular velocities $\dot{\theta}_{1} / k_{10}$ and $\dot{\theta}_{2} / k_{10}$, where $k_{10} / k=p_{10}=0.7672$ at $\alpha=\pi / 6$, on phase angle $\psi$ when it changes from 0 to $2 \pi$, which correspond to the trajectory with the highest energy level from the above. To pass from time $t$ to a similar value in the numerical solution using the formula $\psi=k_{1} t$, it is necessary to know the frequency of nonlinear oscillations in this solution: $k_{1} / k=0.7415$. We notice that for approximate analytical solution according to (3.4.5), this value turns to $k_{1} / k=0.7405$, i.e. it does not differ practically from the numerical one. The indicated dependencies are shown in Fig. 3.19, and they clearly describe the motion process of the system on the first nonlinear oscillation mode, demonstrating also adequate agreement between analytical and numerical results. It can be seen that the given dependencies have more complex nature than when the system moves on a linear oscillation mode.


Fig. 3.17. Phase portrait for coordinate $\theta_{1}$ : solid lines - approximate analytical results, ○ - numerical solution


Fig. 3.18. Phase portrait for coordinate $\theta_{2}$ : solid lines - approximate analytical results, ○-numerical solution


Fig. 3.19. Graph dependencies of $\theta_{1}, \theta_{2}, \dot{\theta}_{1} / k_{10}$ и $\dot{\theta}_{2} / k_{10}$ on $\psi$ : solid lines - approximate analytical results, $\circ$ - numerical solution

### 3.5. Conclusions on Third Chapter

The approximate analytical solutions constructed in this chapter for oscillation frequencies and modes of double pendulum with noncollinear joints make it possible to consider from a unified standpoint a smooth transition from its linear model to a nonlinear one and vice versa. For the general case, the solution was obtained only in the first approximation, while for particular variants of the orthogonal and flat double pendulum, it was possible to construct a solution in two approximations. These approximations demonstrate that the motion of the system on the oscillation mode is periodic and is the sum of several harmonic components when nonlinear effects are taken into account. In this case, the first approximation is described by rather compact expressions and gives a qualitatively correct picture of the change in the key parameters of the nonlinear mode, while the second approximation, being more cumbersome in its structure, makes it possible to obtain more accurate results in quantitative terms. The undoubted advantage of all the above expressions is their convenient formula representation and adequate correspondence to the results of numerical integration, as well as a clear graphical interpretation of the oscillation frequencies, the ratio of oscillation amplitudes, phase portraits, generalized coordinates and dimensionless generalized velocities in one oscillation period.

The obtained results may be necessary in the development and design of various devices of modern robotics, first of all, spatial manipulators, which can oscillate with sufficiently large amplitudes. In addition, the significant value of these results lies in the fact that they are important for further research, and first of all, for the problems of adequate control of the working movements of such manipulators. This is due to the fact that in this case it is necessary to provide for transient overclocking modes from their small oscillations on any mode to large ones, where the role of nonlinear terms in the overall picture of behavior sharply increases, so that it is necessary for this purpose to have a detailed representation of the qualitative and quantitative character of these movements.

# 4. Collinear Control of <br> Oscillation Modes of Spatial Double Pendulum 

### 4.1. Principles of Formation of Rational Control Actions

Oscillation control of pendulum structures is one of the main directions of modern control theory, and a large number of publications are devoted to this issue. Herewith, controlled processes in pendulum systems with several degrees of freedom are of particular interest. This is due to the fact that in this case, in order to achieve certain purposes, it is necessary to pay closer attention to the formation of control actions than in the study of systems with one degree of freedom. In particular, a significant number of works are devoted to the control of the movements of a double pendulum and its modifications $[3,88,94,120]$.

It is clear that one of the most important tasks is to propose an approach to the formation of a fairly simple control law that allows such pendulum system to swing on each of its oscillation modes separately with their gradual transition to a nonlinear zone. This path should be considered rational, since during its implementation, all the energy supplied to the system will be directed to the development of only one oscillation mode, without exciting other modes. In this case, it is important also to ensure the gradual transition of the system to the required functioning mode which corresponds to a predetermined energy level and represents a regular periodic motion with sufficient large amplitude. As mentioned above, these motions are the most valuable of all possible movement modes of
nonlinear systems, because they are advisable for practical use in the operation of manipulators and other robotic devices. In this regard, the main purpose of this chapter is to construct and study a control with the indicated properties.

As noted, the oscillation frequencies of nonlinear systems begin to drift with an increase in the oscillation amplitudes, while the oscillation modes also gradually begin to change. Therefore, the traditional methods of swinging of the system, that is, the organization of resonant oscillations, associated with harmonic excitation in the form of a given program in time with prescribed frequency from the outside and widely used in linear systems, are unsuitable here. This is due to the fact that in this case the main condition for the occurrence of the resonant process will be violated - the action of an external force in time with natural oscillations of the system. This means that in order to organize truly resonant effects in nonlinear systems, it is necessary to create control actions in accordance with the state of the system, i.e. when the excitation frequency is not externally prescribed, but fed to the excitation drive as a feedback signal [65]. Such a controlled resonant mode is well known for systems with one degree of freedom, and its research begins from fundamental work [4], where the concept of "autoresonance" was introduced for it. This controlled mode ensures that the frequency and phase of the feedback signal will exactly correspond to the current frequency and phase of the system oscillations, due to which all the energy entering the system will be transferred to it. However, term "autoresonance" remained practically unnoticed for many years, and the interest in this concept gradually increased only in the last several decades [5, 32]. For example, the works [109, 110] are devoted to the feedback resonance. The main difficulty in the practical implementation of such resonance is the need to use a feedback loop in order to form the required drive control law.

It is known that the formation of a control law using feedback can be carried out in many different ways for systems with one degree of freedom, when there will be a monotonic increase in the total energy of the system [108]. The organization of such an overclocking mode turns out to be more difficult for multidimensional nonlinear systems. Feedback resonance in similar systems is studied in some works, for example, in [102]. In this situation, the difficulty arises due to such mechanical systems have several degrees of freedom, i.e., several frequencies and modes. As mentioned above, it is necessary for swinging of the system in this case not only to increase the energy of the system, but also to be able to swing the system on
one of its free oscillation modes separately. Otherwise, the energy supplied to the system will go to excite all modes at once, which will lead to a sharp decrease of the resonant properties of control and the quality of the motion processes. This means that the required control should not violate the linear oscillation modes of the system and allow a gradual transition of each oscillation mode to a corresponding nonlinear one, swinging the system from small amplitudes up to the sufficiently large ones. We note that the preservation of the topological structure of the nonlinear oscillations mode becomes extremely important for the running movement modes of living organisms with amplitudes of limb swaying, reaching up to sufficiently large values. Therefore, the required control will play an extremely important role in the problems of biomechanics and robotics, where the transition from stepping to running amplitudes is possible only in the autoresonance mode, and both when walking and running, the movement remains single-frequency, although its frequency is gradually changing, and there is also a smooth change in the oscillation mode. Consequently, the control actions constructed in this way will be of great practical importance and will be able to find application in the running of androids, where the creation of a nonlinear resonant mode plays a primary role [81], so their formation and analysis seems to be the actual task.

### 4.2. Formation of Control Actions According to the Principle of Collinear Control

Let us turn to the study of controlled motions of spatial double pendulum. We will assume that sensors are installed in both of its joints that can read information about state variables, i.e., the values $\theta_{1}, \dot{\theta}_{1}, \theta_{2}, \dot{\theta}_{2}$, corresponding to the current system configuration. The control moments acting in the pendulum joints are formed according to the feedback principle on the basis of these values. We write the nonlinear matrix equation of the controlled motion of the system by adding the column of control actions $\mathbf{Q}$ to the right side of the equation (2.2.11):

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}-\frac{\partial T}{\partial \boldsymbol{\theta}}=-\frac{\partial \Pi}{\partial \boldsymbol{\theta}}+\mathbf{Q} \tag{4.2.1}
\end{equation*}
$$

To find out how the feedback control law should be formed, we first establish the energy relation by multiplying the equation (4.2.1) by the string $\dot{\boldsymbol{\theta}}^{\mathrm{T}}$ on the left.

The resulting equality can be transformed, taking into account that according to (2.2.8) and (2.2.10) we have $T=T(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}}), \Pi=\Pi(\boldsymbol{\theta})$, and in addition

$$
\begin{equation*}
\frac{d}{d t}\left(\dot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}\right)=\dot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{d}{d t} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}+\ddot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}, \quad \frac{d T}{d t}=\dot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{\partial T}{\partial \boldsymbol{\theta}}+\ddot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}, \quad \frac{d \Pi}{d t}=\dot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{\partial \Pi}{\partial \boldsymbol{\theta}} . \tag{4.2.2}
\end{equation*}
$$

As a result, we get the following relation:

$$
\begin{equation*}
\frac{d}{d t}\left(\dot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}-T+\Pi\right)=\dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{Q} \tag{4.2.3}
\end{equation*}
$$

Since $T$ is the quadratic form of generalized velocities, then

$$
\begin{equation*}
\dot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}=\dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{A}(\boldsymbol{\theta}) \dot{\boldsymbol{\theta}}=2 T \tag{4.2.4}
\end{equation*}
$$

and after that we finally arrive from (4.2.3) at a simple energy relation:

$$
\begin{equation*}
\dot{E}=\dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{Q} \tag{4.2.5}
\end{equation*}
$$

where $E=T+\Pi$ is the total mechanical energy of the system. This implies the obvious conclusion that in order to increase in energy, it is necessary to choose the column of control actions $\mathbf{Q}$ in order to fulfill the condition

$$
\begin{equation*}
\dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{Q} \geq 0 \tag{4.2.6}
\end{equation*}
$$

It seemed that the simplest way here is to choose the column of control actions in proportion to the column of angular velocities, i.e., in the form

$$
\begin{equation*}
\mathbf{Q}=\gamma \dot{\boldsymbol{\theta}}, \tag{4.2.7}
\end{equation*}
$$

where $\gamma$ is the gain factor, which is a constant value in its simplest form. It is clear that in this case the energy relation (4.2.6) will take the form:

$$
\begin{equation*}
\dot{E}=\gamma \dot{\boldsymbol{\theta}}^{\mathrm{T}} \dot{\boldsymbol{\theta}}=\gamma\|\dot{\boldsymbol{\theta}}\|^{2} \geq 0 \tag{4.2.8}
\end{equation*}
$$

where $\|\dot{\boldsymbol{\theta}}\|=\sqrt{\dot{\theta}_{1}^{2}+\dot{\theta}_{2}^{2}}$ is the norm of the column $\dot{\boldsymbol{\theta}}$, and this relation will be satisfied for any positive value $\gamma$. It is easy to understand that with such formation of the control law, it will imitate the dissipative forces of viscous friction in the pendulum joints, taken with opposite signs. Based on the analysis of the dissipative model of the spatial double pendulum under consideration, carried out
in Ch. 2, we can conclude that in this case, within the framework of the linear model, at values $\gamma$ that ensure the oscillatory character of the motion, the second mode will grow much faster than the first one. This means that if the initial conditions of motion are set not exactly corresponding to the first mode, then the second mode will also be excited, which will disrupt the smooth growth of the first mode and eventually begin to dominate. We note that such behavior will also be characteristic of other mechanical systems if, instead of dissipative forces of viscous friction, analogous control actions are organized in articulated joints. Indeed, usually in oscillatory systems with many degrees of freedom, the presence of friction in articulated joints leads to the rapid disappearance of higher oscillation modes [11], so that in the case of a controlled process organized in the indicated way, we will have the opposite effect. Moreover, as was also mentioned in Ch. 2 , in the problem under consideration, dissipative forces do not violate the natural oscillation modes of the system, however, in the general case, these forces can significantly distort them. At the same time, it is highly desirable to form a control that can be recommended for use in a wide class of mechanical systems. These circumstances do not allow us to recommend the control law (4.2.7) for practical use, and therefore the question of construction a control that would not violate the modes of conservative oscillations and would allow swinging each of them equally becomes more serious than it seemed at first sight.

To form a control that has the required resonant properties that would allow to transfer all the supplied energy to the excitation of only one oscillation mode for an arbitrary oscillatory mechanical system, let us turn to physical considerations. They suggest that it is expedient to apply control actions in "unison" with the inertia forces that arise when the system is overclocked, while not changing their general character. Such a controlled motion mode is called collinear control [76]. In a multidimensional mechanical system, the collinearity condition means that the column of control actions $\mathbf{Q}$ is proportional to the column of generalized impulses of the system $\mathbf{K}=\partial T / \partial \dot{\boldsymbol{\theta}}$ :

$$
\begin{equation*}
\mathbf{Q}=\gamma \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}} \tag{4.2.9}
\end{equation*}
$$

where $\gamma$ is the gain factor, which is a constant value in the simplest case. It can be seen from the control structure (4.2.9) that it is kinetic, i.e. it takes into account the own dynamic properties of the system [51]. Initially, this idea
was applied to the problem of overclocking a free rigid body to a certain level of angular velocity by means of an external torque (for example, using gas-jet engines mounted on the carrier body), constructed on the principle of collinear control. Considering that for a rigid body the generalized impulse is directly the vector of the kinetic moment, then the torque here is formed in proportion to the kinetic moment [51]. This mode turned out to be extremely useful, and, moreover, optimal in terms of such criteria as consumption of working substance or speed. Therefore, it was subsequently used to control the movement of various manipulators, where it also demonstrated its effectiveness [76]. All this prompted the use this method for autoresonant excitation in multidimensional oscillatory systems that are functioning in various force fields. The expression (4.2.5), taking into account (4.2.9), is reduced to the following form:

$$
\begin{equation*}
\dot{E}=\gamma \dot{\boldsymbol{\theta}}^{\mathrm{T}} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}=2 \gamma T, \tag{4.2.10}
\end{equation*}
$$

and since the kinetic energy is a positive-definite quadratic form of generalized velocities, then for $\gamma>0$ there is a system overclock, and for $\gamma<0$ there is its braking, as expected from physical considerations. We note that in the case $\gamma=$ const $>0$, collinear control can also be interpreted as dissipative actions taken with the opposite sign, for which the dissipative function is defined by the expression $R=\gamma T$. It is clear that in this analogy we are already talking about external viscous friction acting on the loads of the pendulum, and in our problem the dissipative coefficients will be equal to $b=\gamma m$. It should be noted one more important feature of the control (4.2.9) - like the Lagrange equations of the second kind, it will have the same formula for any choice of generalized coordinates. Therefore, for example, to study the controlled motion of a flat double double, we can take $\boldsymbol{\varphi}$ as a column of generalized coordinates, so that the equations have the simplest form, and then the column of control actions will be $\mathbf{Q}=\gamma \partial T / \partial \dot{\boldsymbol{\varphi}}$, where the kinetic energy $T$ must be expressed in terms of $\boldsymbol{\varphi}$ and $\dot{\boldsymbol{\varphi}}$ as (2.3.4) $[41,72,73]$. It should keep in mind that with such a choice, the column $\mathbf{Q}$ will no longer be a column of control moments in the joints, but will simply be a column of generalized forces corresponding to the chosen generalized coordinates. However, the resulting equations will describe the same controlled process.

The motion equations of spatial double pendulum in the presence of collinear control can be obtained by adding a column (4.2.9) to the right side (2.2.11). As
a result, we arrive at the following matrix equation for the controlled motion of the system:

$$
\begin{equation*}
\mathbf{A}(\boldsymbol{\theta})(\ddot{\boldsymbol{\theta}}-\gamma \dot{\boldsymbol{\theta}})+\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})+\mathbf{C}(\boldsymbol{\theta})=0, \tag{4.2.11}
\end{equation*}
$$

which is the main subject of further research. It is necessary to show that this control satisfies all the requirements which were presented above, and we move on to this.

### 4.3. Analysis of Linear and Nonlinear Controlled Models at Constant Gain

Before directly studying the nonlinear equation (4.2.11), let us consider in detail the corresponding linear model, assuming $\gamma=$ const. Linearizing this equation, we obtain the following matrix equation:

$$
\begin{equation*}
\mathbf{A}_{0}(\ddot{\boldsymbol{\theta}}-\gamma \dot{\boldsymbol{\theta}})+\mathbf{C}_{0} \boldsymbol{\theta}=0 . \tag{4.3.1}
\end{equation*}
$$

Looking for its solution in the form (2.5.4), we arrive at a linear matrix equation with respect to the unknown column $\Theta$ :

$$
\begin{equation*}
\left[\left(\lambda^{2}-\gamma \lambda\right) \mathbf{A}_{0}+\mathbf{C}_{0}\right] \boldsymbol{\Theta}=0, \tag{4.3.2}
\end{equation*}
$$

for which the condition for the existence of a nontrivial solution has the form:

$$
\begin{equation*}
\operatorname{det}\left[\left(\lambda^{2}-\gamma \lambda\right) \mathbf{A}_{0}+\mathbf{C}_{0}\right]=0 \tag{4.3.3}
\end{equation*}
$$

Comparing (4.3.3) with (2.4.6), it can be established that the solutions of the characteristic equation (4.3.3) satisfy the following equations:

$$
\begin{equation*}
\lambda^{2}-2 \delta \lambda+k_{s 0}^{2}=0, \quad \delta=\frac{\gamma}{2}, \quad s=1,2 . \tag{4.3.4}
\end{equation*}
$$

This also implies the most important conclusion that the oscillation modes of the controlled system within the framework of the linear model remain the same as in the original conservative system, i.e., they are not distorted by control actions. This confirms what was said earlier about the worth of collinear control. Solving the equations (4.3.4), we find the roots of the characteristic equation (4.3.3) for the problem under consideration:

$$
\begin{equation*}
\lambda_{1,2}=\delta \pm i k_{1}, \quad \lambda_{3,4}=\delta \pm i k_{2}, \tag{4.3.5}
\end{equation*}
$$

where the notation is introduced:

$$
\begin{equation*}
k_{s}=\sqrt{k_{s 0}^{2}-\delta^{2}} \tag{4.3.6}
\end{equation*}
$$

and the values $k_{s}$ depending on $\delta$ can be both real and imaginary. In the case when these values are real, they represent the oscillation frequencies of spatial double pendulum considering collinear control, otherwise, there will already be an aperiodic motion according to the mode $\Theta_{(s)}$. As in the case of dissipative forces, we write expressions for dimensionless oscillation frequencies $p_{s}=k_{s} / k$ :

$$
\begin{equation*}
p_{s}=\sqrt{p_{s 0}^{2}-\sigma^{2}} \tag{4.3.7}
\end{equation*}
$$

where $\sigma=\delta / k$ is a dimensionless control coefficient, where $\sigma>0$ corresponds to system overclocking and $\sigma<0$ to its braking. It can be seen from (4.3.7) that the values $p_{1}$ and $p_{2}$ are real if the following conditions are satisfied, respectively:

$$
\begin{equation*}
p_{s} \in R \Rightarrow|\sigma|<\sigma_{s 0}=p_{s 0} \tag{4.3.8}
\end{equation*}
$$

It follows from this that $\sigma_{10}<\sigma_{20}$, therefore, as $|\sigma|$ increases, the first frequency will first turn to zero, remaining always less than the second according to (4.3.7). Graphs dependencies of values $p_{1}$ and $p_{2}$ on $|\sigma|$ are shown in Fig. 4.1.

Thus, the solution of the equation (4.3.1) can be written as:

$$
\begin{equation*}
\boldsymbol{\theta}=e^{\delta t}\left[\boldsymbol{\Theta}_{(1)}\left(A_{1} e^{i k_{1} t}+B_{1} e^{-i k_{1} t}\right)+\boldsymbol{\Theta}_{(2)}\left(A_{2} e^{i k_{2} t}+B_{2} e^{-i k_{2} t}\right)\right] \tag{4.3.9}
\end{equation*}
$$

where $A_{s}$ and $B_{s}, s=1,2$ are complex integration constants, and, as in the case of a dissipative system considered earlier, it follows from the reality of $\boldsymbol{\theta}$ that $B_{s}=\bar{A}_{s}$. These constants are defined similarly to (2.5.28) and have the form:

$$
\begin{align*}
A_{s} & =\frac{\left(-\delta+i k_{s}\right) \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}+\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}_{0}}{2 i k_{s} N_{s}}  \tag{4.3.10}\\
B_{s} & =\frac{\left(\delta+i k_{s}\right) \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}-\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}_{0}}}{2 i k_{s} N_{s}}
\end{align*}
$$

All conclusions regarding the linear model of collinear control are of a general character and remain valid for an arbitrary oscillatory mechanical system, which initial linearized equation is described by equation in the form (2.4.1) [73].


Fig. 4.1. Oscillation frequencies of spatial double pendulum with collinear control

Thus, collinear control at $\delta>0$ in the linear model does not violate oscillation modes of the original conservative system, but only enhances their amplitudes. Therefore, it is possible with its help to separately swing spatial double pendulum both on the first and on the second oscillation mode, setting the appropriate initial conditions. The most important for applications is the case $\delta \ll k_{10}$, when the system is overclocked at a not too fast pace, and the oscillation frequencies practically do not differ from the conservative variant. This situation is of main practical interest, when small control actions can swing the system to sufficiently large amplitudes. In this case, all roots of the characteristic equation are complex conjugate and have the same real part $\delta$. This means that the oscillation amplitudes of each modes will exponentially increase absolutely in the same way, and therefore, even if the initial conditions are not set strictly according to one of the oscillation modes, the other mode that appears in the solution will not be able to dominate the main mode and will not introduce any noticeable contribution to overclocking process. This fact should also be attributed to the advantages of collinear control.

However, it is clear that with increasing deviations, the presence of nonlinear factors in the equation (4.2.11) will gradually affect, and the linear theory will no longer give acceptable results. In this case, there will be a smooth transition from the linear zone to the nonlinear one according to the selected oscillation mode. It should be emphasized that this process already depends entirely on the features of the system and the character of its nonlinearity.

To illustrate the controlled processes during the transition from the linear to the nonlinear zone, let us adapt the equation (4.2.11) for numerical integration, resolving it with respect to the column of generalized accelerations:

$$
\begin{equation*}
\ddot{\boldsymbol{\theta}}=\gamma \dot{\boldsymbol{\theta}}-\mathbf{A}^{-1}(\boldsymbol{\theta})[\mathbf{B}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})+\mathbf{C}(\boldsymbol{\theta})] . \tag{4.3.11}
\end{equation*}
$$

It is natural to assume that if we set small initial conditions corresponding to linear oscillation mode, then it will be possible over time to observe how the frequency drifts and the oscillation mode evolves with increasing oscillation amplitudes. For example, for simplicity, we can assume that at $t=0$ the initial conditions are given in the form: $\boldsymbol{\theta}_{0}=a_{0} \boldsymbol{\Theta}_{(s)}, \dot{\boldsymbol{\theta}}_{0}=0$, where $a_{0}$ is small enough. We note that under the chosen control law, there will be an unlimited increase in the total mechanical energy of the system. However, as a rule, the final goal of such control is to bring the system to a certain desired energy level $E_{*}$, when the oscillation amplitudes are not yet too large, the oscillations are still regular and close to periodic, and they are also suitable for use in practical purposes. It is easy to understand that to ensure this condition, the control should be turned off when the predetermined and not so high energy level $E_{*}$ is reached, and as a result a transition to the required conservative motion mode will occur.

Let us consider the processes of overclocking of spatial double pendulum on the first and second oscillation modes, starting from small deviations, and compare the final conservative modes with the motion on nonlinear oscillation modes, which were obtained and analyzed in Ch. 3.

1. Orthogonal double pendulum $(\alpha=\pi / 2)$. As before in the study of nonlinear oscillation modes in the conservative version, let us first turn to the study of orthogonal double pendulum. It is easy to see that in this case the matrix equation of motion (4.2.11), taking into account the representations (2.3.12) and (2.3.13), allows two particular modes of motion:

$$
\begin{gather*}
\ddot{\theta}_{1}+k_{10}^{2} \sin \theta_{1}=\gamma \dot{\theta}_{1}, \quad \theta_{2} \equiv 0, \quad k_{10}=\sqrt{\frac{3}{5}} k,  \tag{4.3.12}\\
\ddot{\theta}_{2}+k_{20}^{2} \sin \theta_{2}=\gamma \dot{\theta}_{2}, \quad \theta_{1} \equiv 0, \quad k_{20}=k, \tag{4.3.13}
\end{gather*}
$$

and they correspond to the process of controlled motion of ordinary mathematical pendulum in the presence of a control proportional to the angular velocity, which represents viscous friction, taken with the opposite sign [71]. It can be seen that


Fig. 4.2. Overclocking of orthogonal double pendulum ( $\alpha=\pi / 2$ )
in these modes one generalized coordinate can oscillatory increase, while the second generalized coordinate is identically equal to zero, and they correspond to overclocking on the first or second oscillation modes of orthogonal double pendulum. Turning, for example, to the equation (4.3.12), we integrate it using numerical methods, setting small initial conditions. In this case, we will assume that the control is turned off when the energy reaches the value corresponding to that phase trajectory on the phase portrait in Fig. 3.2, which has the highest energy level among all the trajectories presented on it. The behavior of the angle $\theta_{1}$ and the dimensionless angular velocity $\dot{\theta}_{1} / k_{10}$, which characterize the controlled process, is shown in Fig. 4.2, and the abscissa axis here and on subsequent graphs plots the dimensionless time $\tau=k t$. These graphs clearly illustrate the overclocking of orthogonal double pendulum on the first oscillation mode up to significant amplitudes, having a fairly distinctly character. We note that the same dependencies can also be obtained by numerically integrating the matrix equation (4.3.11) with the appropriate initial conditions, which is easy to verify directly.
2. Flat double pendulum $(\alpha=0)$. Let us now turn to the case of flat double pendulum [72,73]. We turn to the matrix equation (4.3.11) and perform its numerical integration, first setting small initial conditions on the first oscillation mode. In this case, we will assume that the desired energy level corresponds to that phase trajectory in the phase portraits in Figs 3.6-3.8, which has the highest energy level among all the trajectories shown on them. It can be expected that the final conservative mode will be in accordance with the dependencies shown in Figs 3.9 and 3.10. The picture obtained as a result of the numerical


Fig. 4.3. Overclocking of flat double pendulum $(\alpha=0)$ on first oscillation mode: angles $\varphi_{1}, \varphi_{2}$ and $\theta_{2}$


Fig. 4.4. Overclocking of flat double pendulum $(\alpha=0)$ on first oscillation mode: dimensionless angular velocities $\dot{\varphi}_{1} / k_{10}, \dot{\varphi}_{2} / k_{10}$ and $\dot{\theta}_{2} / k_{10}$
study is shown in Figs 4.3 and 4.4 , where the dependence graphs of the angles $\varphi_{1}=\theta_{1}, \varphi_{2}=\theta_{1}+\theta_{2}$ and $\theta_{2}$ and the dimensionless angular velocities $\dot{\varphi}_{1} / k_{10}$, $\dot{\varphi}_{2} / k_{10}$ and $\dot{\theta}_{2} / k_{10}$ on dimensionless time $\tau$ are presented respectively. It can be seen that the overclocking process smoothly transforms the linear mode into a nonlinear one and brings the oscillations to the desired energy level, and the final mode corresponds to almost periodic motion. However, there are some distortions that are most clearly seen in the plots of values $\theta_{2}, \dot{\varphi}_{1} / k_{10}$ and $\dot{\theta}_{2} / k_{10}$ on $\tau$, and they are associated with the presence of more than two extremes on these
dependencies on one oscillation period, which was discussed in detail in Ch. 3. It is easy to understand that the mentioned distortions occur as a result of a rather intensive increase in amplitudes at a constant and even very small gain $\gamma$ and a sharp turning off the control when desired energy level is reached. It affects the quality of the controlled process and does not allow to obtain a completely "pure" nonlinear oscillation mode at such a high achieved energy level and with such a complex geometry of the nonlinear oscillation mode at large amplitudes. Further,



Fig. 4.5. Overclocking of flat double pendulum $(\alpha=0)$ on second oscillation mode: angles $\varphi_{1}, \varphi_{2}$ and $\theta_{2}$


Fig. 4.6. Overclocking of flat double pendulum $(\alpha=0)$ on second oscillation mode: dimensionless angular velocities $\dot{\varphi}_{1} / k_{20}, \dot{\varphi}_{2} / k_{20}$ and $\dot{\theta}_{2} / k_{20}$
a modification of the collinear control law with adjustable gain $\gamma$ depending on the energy level will be considered, which allows to obtain much smoother overclocking processes without visible distortions of the final nonlinear mode.

For completeness, let us also illustrate the overclocking of flat double pendulum on the second oscillation mode. The corresponding picture is shown in Figs 4.5 and 4.6, where the dependencies of the angles $\varphi_{1}, \varphi_{2}$ and $\theta_{2}$, as well as the dimensionless angular velocities $\dot{\varphi}_{1} / k_{20}, \dot{\varphi}_{2} / k_{20}$ and $\dot{\theta}_{2} / k_{20}$ on the dimensionless time $\tau$ are plotted. It is easy to see that when the system is overclocked on


Fig. 4.7. Overclocking of spatial double pendulum $(\alpha=\pi / 6)$
the second mode, the effects mentioned above are already absent, associated with the presence of more than two extremes at any generalized coordinates or dimensionless generalized velocities on one period. Therefore, a conservative mode can be observed at the output, which practically does not differ from the periodic one and without any noticeable distortion. This circumstance allows us not to discuss the second oscillation mode further in this chapter, paying all attention to the first mode, which is of primary importance in practice and has a sufficient number of nontrivial features.

Thus, overclocking of flat double pendulum on each of the oscillation modes with the help of collinear control allows, with increasing deviations of the pendulum links, to gradually transfer the linear mode of oscillation to a nonlinear one, and turning off the control in both cases, even at a sufficiently high energy level, transfers the system to a nonlinear conservative mode, which turns out to be quite close to periodic and is characterized by very significant oscillation amplitudes.
3. Spatial double pendulum. Finally, we consider the process of controlled motion on the first oscillation mode for the general variant of a spatial double pendulum. Let us accept for definiteness, as before in Ch. $3, \alpha=\pi / 6$. We will assume that the desired energy level corresponds to that phase trajectory on the phase portraits in Figs 3.17-3.18, which has the highest energy level among all the trajectories shown on them. Therefore, we can suppose that the final conservative mode will be in agreement with the dependencies shown in Fig. 3.19. By numerically integrating the matrix equation (4.3.11), we arrive at the graphs in Fig. 4.7, which show the angles $\theta_{1}$ and $\theta_{2}$, as well as the dimensionless angular velocities $\dot{\theta}_{1} / k_{10}$ and $\dot{\theta}_{2} / k_{10}$ depending on dimensionless time $\tau$. These graphs also clearly demonstrate the drift of the oscillation mode during a gradual transition from a linear zone to a nonlinear one by means of collinear control and the output of oscillations to a nonlinear conservative mode, which once again emphasizes the expediency of forming control actions in this way.

### 4.4. Collinear Control with Variable Gain

As mentioned above, collinear control with constant gain $\gamma$, even at fairly small values of it, leads to a very intensive energy increasing in time, which stops abruptly when the desired value $E_{*}$ is reached. So that, the question arises, how is
it necessary to set the gain in order to achieve a smooth transition of the system to the steady motion with the desired energy level $E_{*}$ [140]? It is clear that it is necessary to gradually lower the gain $\gamma$ as the energy approaches this value, that is, to set this gain in the form of a function depending on the state variables $\gamma=\gamma(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})$. It is easy to understand that this dependence can be formed in the various ways. The most preferable option seems to be similar to that described in [108]:

$$
\begin{equation*}
\gamma(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})=\gamma_{0} \frac{E_{*}-E(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})}{m g l} \tag{4.4.1}
\end{equation*}
$$

where the factor $m g l$ is introduced in the denominator for dimensional reasons, so that constant value $\gamma_{0}$ has the same dimension as $\gamma$.

It can be seen that $\gamma$ gradually decreases to zero as the energy approaches the value $E_{*}$, so in this situation the transition to the steady oscillatory mode will be smooth. Assuming that the function (4.4.1) changes rather slowly, we can assume that this change will have practically no effect on the main property of collinear control - the preservation of the oscillation modes of the original conservative model. Let us note again that this circumstance is decisive, since the main task of the control action means the development of one or another oscillation mode of the system. In the case under consideration, the controlled motion equation retains the form (4.2.11), where now $\gamma$ is determined by the expression (4.4.1), and the total energy $E(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})$ - by the relation (2.2.14).

1. Orthogonal double pendulum $(\alpha=\pi / 2)$. Consider first the overclocking of orthogonal pendulum on the first oscillation mode, specifying the gain in the form (4.4.1). It is clear that in this situation, the gain factor, taking into account the formula (3.2.16), will be determined by the expression:

$$
\begin{equation*}
\gamma\left(\theta_{1}, \dot{\theta}_{1}\right)=\gamma_{0}\left[\varepsilon_{*}-\frac{3}{2}\left(\frac{\dot{\theta}_{1}^{2}}{k_{10}^{2}}+2\left(1-\cos \theta_{1}\right)\right)\right] \tag{4.4.2}
\end{equation*}
$$

where $\varepsilon_{*}=E_{*} /(m g l)$ is the dimensionless energy level corresponding to the desired energy $E_{*}$. The equation of controlled motion for the generalized coordinate $\theta_{1}$ will be similar to (4.3.12) [66]:

$$
\begin{equation*}
\ddot{\theta}_{1}+k_{10}^{2} \sin \theta_{1}=\gamma\left(\theta_{1}, \dot{\theta}_{1}\right) \dot{\theta}_{1} \tag{4.4.3}
\end{equation*}
$$

By numerically integrating this equation with small initial conditions, one can obtain the controlled motion process of orthogonal double pendulum corresponding


Fig. 4.8. Overclocking of orthogonal double pendulum $(\alpha=\pi / 2)$
to its overclocking on the first mode, and it is shown in Fig. 4.8, where we can clearly see the smooth output of the movement to the steady oscillatory motion with a sufficiently large amplitude. We note that these graphs can also be obtained by numerically integrating the complete matrix equation of motion with appropriate initial conditions.

Let us consider separately the case when the desired energy level is not very large, i.e. when the deviations are not significant. The important feature of this variant is that it is possible to construct an approximate analytical solution for it. Introducing into consideration the oscillation amplitude $A$ of the final oscillatory mode and taking into account that we have $E_{*}=3 m g l(1-\cos A)$ according to (3.2.16), we rewrite the equation (4.4.3) in the form:

$$
\begin{equation*}
\ddot{\theta}_{1}+k_{10}^{2} \sin \theta_{1}=\frac{3}{2} \gamma_{0}\left[2\left(\cos \theta_{1}-\cos A\right)-\frac{\dot{\theta}_{1}^{2}}{k_{10}^{2}}\right] \dot{\theta}_{1}, \tag{4.4.4}
\end{equation*}
$$

which is absolutely exact. Considering further the generalized coordinate $\theta_{1}$ and the amplitude $A=$ const as values of the same order of smallness, we simplify the
equation (4.4.4) by replacing $\sin \theta_{1}$ on its left side by $\theta_{1}$, and on the right side, replacing $\cos \theta_{1}$ and $\cos A$ with $1-\theta_{1}^{2} / 2$ and $1-A^{2} / 2$ respectively. We note that in this approximation we will have $E_{*}=3 m g l A^{2} / 2$, so $\varepsilon_{*}=3 A^{2} / 2$, and we will need further this expression. As a result of these actions, the equation (4.4.4) will be reduced to the form [66]:

$$
\begin{equation*}
\ddot{\theta}_{1}+k_{10}^{2} \theta_{1}=Q\left(\theta_{1}, \dot{\theta}_{1}\right), \tag{4.4.5}
\end{equation*}
$$

where the value $Q$, characterizing the control actions, is determined by the expression:

$$
\begin{equation*}
Q\left(\theta_{1}, \dot{\theta}_{1}\right)=\frac{3}{2} \gamma_{0}\left(A^{2}-\theta_{1}^{2}-\frac{\dot{\theta}_{1}^{2}}{k_{10}^{2}}\right) \dot{\theta}_{1} . \tag{4.4.6}
\end{equation*}
$$

Under our assumption that the nonlinear term $Q\left(\theta_{1}, \dot{\theta}_{1}\right)$ is small, we will look for a solution to the equation (4.4.5) in the form:

$$
\begin{equation*}
\theta=a \cos \psi, \tag{4.4.7}
\end{equation*}
$$

where $a=a(t)$ is a slowly changing time function characterizing the oscillation amplitude, and $\psi=k_{10} t+\psi_{0}$ (where $\psi_{0}=$ const) is the full phase of oscillations, expression for which will not differ from the linear model, since the conservative nonlinearity in the equation (4.4.5) was not taken into account. The dependence of value $a$ on $t$ should be found from the following harmonic balance equation [11]:

$$
\begin{equation*}
\int_{0}^{2 \pi}\left(\ddot{\theta}_{1}+k_{10}^{2} \theta_{1}-Q\right) \sin \psi d \psi=0 \tag{4.4.8}
\end{equation*}
$$

Assuming that $\dot{a}=F(a)$, where the function $F(a)$, as it is easy to understand, has the third order of smallness in $a$ and $A$, considered as values of the first order of smallness, we calculate $\dot{\theta}_{1}$ and $\ddot{\theta}_{1}$ according to (4.4.7) with the required accuracy:

$$
\begin{equation*}
\dot{\theta}_{1}=F(a) \cos \psi-a \sin \psi k_{10}, \quad \ddot{\theta}_{1}=-2 F(a) \sin \psi k_{10}-a \cos \psi k_{10}^{2} . \tag{4.4.9}
\end{equation*}
$$

Next, we determine the value $Q$ by the formula (4.4.6) up to the third order of smallness:

$$
\begin{equation*}
Q=-\frac{3}{2} \gamma_{0}\left(A^{2}-a^{2}\right) a \sin \psi k_{10} . \tag{4.4.10}
\end{equation*}
$$

Substituting now the formulas (4.4.7), (4.4.9) and (4.4.10) into the harmonic balance equation (4.4.8), we obtain after transformations:

$$
\begin{equation*}
F(a)=-\frac{1}{2 k_{10} \pi} \int_{0}^{2 \pi} Q \sin \psi d \psi=\frac{3}{4} \gamma_{0} a\left(A^{2}-a^{2}\right) . \tag{4.4.11}
\end{equation*}
$$

Thus, we arrive at the following equation for determining $a(t)$ :

$$
\begin{equation*}
\dot{a}=\kappa a\left(A^{2}-a^{2}\right), \quad \kappa=\frac{3}{4} \gamma_{0}, \tag{4.4.12}
\end{equation*}
$$

which, obviously, is equation with separable variables and is reduced to the form:

$$
\begin{equation*}
\int \frac{d a}{a(A-a)(A+a)}=\kappa \int d t \tag{4.4.13}
\end{equation*}
$$

The integral on the left side of the equation (4.4.13) can be calculated by expanding the fraction in the integrand into simple fractions:

$$
\begin{equation*}
\int \frac{d a}{a(A-a)(A+a)}=\frac{1}{2 A^{2}} \int\left(\frac{2}{a}+\frac{1}{A-a}-\frac{1}{A+a}\right)=\frac{1}{2 A^{2}} \ln \frac{a^{2}}{A^{2}-a^{2}} . \tag{4.4.14}
\end{equation*}
$$

As a result, the equation (4.4.13) will look like:

$$
\begin{equation*}
\frac{1}{2 A^{2}} \ln \frac{a^{2}}{A^{2}-a^{2}}=\kappa t+C \tag{4.4.15}
\end{equation*}
$$

where $C=$ const is an integration constant. Let us assume that at the initial time $t=0$ there will be $\theta_{1}=a_{0}, \dot{\theta}_{1}=0$, where $a_{0}$ is a small value. Referring to the formulas (4.4.7) and (4.4.9) and taking into account that $F(a)$ is small in comparison with $a$, we can approximately obtain that $\psi_{0}=0, a=a_{0}$, and also express the constant $C$ :

$$
\begin{equation*}
C=\frac{1}{2 A^{2}} \ln \frac{a_{0}^{2}}{A^{2}-a_{0}^{2}} . \tag{4.4.16}
\end{equation*}
$$

Finally, we resolve the equation (4.4.15) taking into account that (4.4.16) with


Fig. 4.9. Overclocking of orthogonal double pendulum $(\alpha=\pi / 2)$ in case of small deviations
respect to $a$ and remembering that $\kappa=3 \gamma_{0} / 4$ and $\varepsilon_{*}=3 A^{2} / 2$, and as a result, we find the desired dependency:

$$
\begin{equation*}
a(t)=\frac{a_{0} A e^{\kappa A^{2} t}}{\sqrt{A^{2}+a_{0}^{2}\left(e^{2 \kappa A^{2} t}-1\right)}}=\frac{a_{0} A e^{\gamma_{0} \varepsilon_{*} t / 2}}{\sqrt{A^{2}+a_{0}^{2}\left(e^{\gamma_{0} \varepsilon_{*} t}-1\right)}} \tag{4.4.17}
\end{equation*}
$$

This shows that for $t \rightarrow \infty$ we indeed have $a \rightarrow A$, i.e., $E \rightarrow E_{*}$, as it should be. The process of controlled motion for small deviations, obtained by numerical integration and demonstrating the change in the angle $\theta$ with increasing dimensionless time $\tau$, is shown in Fig. 4.9, where the envelope lines characterize the oscillation amplitude of the angle $\theta_{1}$, and they are plotted according to (4.4.17). It can be seen that these lines are in complete agreement with the results of numerical integration, which confirms the correctness of the analytical solution.
2. Flat double pendulum $(\alpha=0)$. Turning to the case of flat double pendulum, we plot based on the numerical integration the graph dependencies of the main values characterizing the controlled overclocking of the system on the first mode - generalized coordinates (Fig. 4.10) and generalized velocities (Fig. 4.11) - on the dimensionless time $\tau$. Analyzing them, one can observe a pronounced drift of the oscillation modes as a gradual transition from a linear zone to a nonlinear one with output to a steady movement for all the indicated values, which has a periodic character.

It should be noted that due to the variability of the gain, the process of the system reaching the final mode in this situation has a smooth character, therefore, here it was possible to obtain the most "pure" nonlinear oscillation modes without any visible distortions that could be observed in Figs 4.3 and 4.4, where the overclocking was carried out at constant gain and abruptly stopped when the desired energy level was reached [67]. This circumstance confirms the expediency of varying the gain, subjecting it to the condition (4.4.1).
3. Spatial double pendulum. Now we consider the controlled motion of spatial double pendulum on the first mode for $\alpha=\pi / 6$. The graphic dependencies obtained by means of numerical integration for this case are shown in Fig. 4.12. It is again easy to see upon a detailed examination of the presented graphs that there is a gradual transition of the oscillation mode from a linear to a nonlinear variant with the preservation of single-frequency motion and reaching the final conservative mode corresponding to the desired energy level.


Fig. 4.10. Overclocking of flat double pendulum $(\alpha=0)$ : angles $\varphi_{1}, \varphi_{2}$ and $\theta_{2}$

It should be noted that the desired energy levels of the final mode for the dependencies shown in Figs 4.8, 4.10-4.11, 4.12, were taken exactly the same as in Figs 4.2, 4.3-4.4, 4.7, and specific numerical values of the gain $\gamma$ (if it is constant) and $\gamma_{0}$ (if it is variability) in each case were chosen in such a way as to demonstrate the processes of controlled motion on the same interval of dimensionless time, and it was done solely for uniformity and is not of fundamental character.

It remains to find out what the approximate analytical solution of the equation (4.2.11) will look like when we choose the gain according to the formula (4.4.1)


Fig. 4.11. Overclocking of flat double pendulum $(\alpha=0)$ : dimensionless angular velocities $\dot{\varphi}_{1} / k_{10}, \dot{\varphi}_{2} / k_{10}$ and $\dot{\theta}_{2} / k_{10}$
and the system is overclocked on one of the oscillation modes for the case of sufficiently small deviations. To this purpose, we write the expression of the total mechanical energy in a quadratic approximation according to (2.4.3):

$$
\begin{equation*}
E=\frac{1}{2} \dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}+\frac{1}{2} \boldsymbol{\theta}^{\mathrm{T}} \mathbf{C}_{0} \boldsymbol{\theta} . \tag{4.4.18}
\end{equation*}
$$

We will assume that it is required to bring the system to the harmonic oscillations on one of the oscillation modes $\boldsymbol{\Theta}_{(s)}$ of the linear model with the corresponding


Fig. 4.12. Overclocking of spatial double pendulum $(\alpha=\pi / 6)$
oscillation frequency $k_{s 0}$ :

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta}_{(s)} A \cos \psi \tag{4.4.19}
\end{equation*}
$$

where $A$ is some constant parameter that has the meaning of amplitude and is also sufficiently the small one, and $\psi=k_{s 0} t+\psi_{s 0}$, where the specific value of $\psi_{s 0}$ does not play here no significant role, and in it will be determined the future by the initial conditions of motion. We calculate the desired energy level corresponding to the mode (4.4.19) using the formula (4.4.18):

$$
\begin{equation*}
E_{*}=\frac{1}{2} A^{2}\left[\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\Theta}_{(s)} k_{s 0}^{2} \sin ^{2} \psi+\mathbf{\Theta}_{(s)}^{\mathrm{T}} \mathbf{C}_{0} \boldsymbol{\Theta}_{(s)} \cos ^{2} \psi\right]=\frac{1}{2} N_{s} k_{s 0}^{2} A^{2}, \tag{4.4.20}
\end{equation*}
$$

where conditions (2.4.22) are used. Since $H_{s}=N_{s} /\left(m l^{2}\right)$ and $p_{s 0}=k_{s 0} / k$, it follows that $\varepsilon_{*}=E_{*} /(m g l)=H_{s} p_{s 0}^{2} A^{2} / 2$. It is clear that for small deviations the equation (4.2.11) can be simplified by reducing it to the form:

$$
\begin{equation*}
\mathbf{A}_{0} \ddot{\boldsymbol{\theta}}+\mathbf{C}_{0} \boldsymbol{\theta}=\mathbf{Q}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}}), \tag{4.4.21}
\end{equation*}
$$

where the column of control actions here is determined by the expression:

$$
\begin{equation*}
\mathbf{Q}(\boldsymbol{\theta}, \dot{\boldsymbol{\theta}})=\frac{\gamma_{0}}{2 m g l}\left(N_{s} k_{s 0}^{2} A^{2}-\dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}-\boldsymbol{\theta}^{\mathrm{T}} \mathbf{C}_{0} \boldsymbol{\theta}\right) \mathbf{A}_{0} \dot{\boldsymbol{\theta}} \tag{4.4.22}
\end{equation*}
$$

As in the construction of approximate solution for the case of orthogonal double pendulum, we excluded here the own nonlinearity of the system, which affects only the oscillation frequency in the first approximation, and we have left only third-order nonlinear terms that arise due to control actions and directly affect the increase in oscillation amplitudes. We will seek solution of equation (4.4.21) in the form:

$$
\begin{equation*}
\boldsymbol{\theta}=\boldsymbol{\Theta}_{(s)} a \cos \psi \tag{4.4.23}
\end{equation*}
$$

where $a=a(t)$ is some unknown time function, which is to be determined, and $\psi=k_{s 0} t+\psi_{s 0}$. The dependence of $a$ on $t$ will be found from the following harmonic balance equation for the given mode $\boldsymbol{\Theta}_{(s)}$ [11]:

$$
\begin{equation*}
\int_{0}^{2 \pi} \boldsymbol{\Theta}_{(s)}^{\mathrm{T}}\left(\mathbf{A}_{0} \ddot{\boldsymbol{\theta}}+\mathbf{C}_{0} \boldsymbol{\theta}-\mathbf{Q}\right) \sin \psi d \psi=0 . \tag{4.4.24}
\end{equation*}
$$

Assuming that $\dot{a}=F(a)$, where the function $F(a)$ has the third order of smallness, we calculate the columns $\dot{\boldsymbol{\theta}}$ and $\ddot{\boldsymbol{\theta}}$ according to (4.4.23) with required accuracy:

$$
\begin{equation*}
\dot{\boldsymbol{\theta}}=\boldsymbol{\Theta}_{(s)}\left[F(a) \cos \psi-a \sin \psi k_{s 0}\right], \quad \ddot{\boldsymbol{\theta}}=\boldsymbol{\Theta}_{(s)}\left[-2 F(a) \sin \psi k_{s 0}-a \cos \psi k_{s 0}^{2}\right] . \tag{4.4.25}
\end{equation*}
$$

In addition, we calculate the column of control actions (4.4.22) also up to the third order of smallness:

$$
\begin{equation*}
\mathbf{Q}=-\frac{\gamma_{0} N_{s} k_{s 0}^{2}}{2 m g l}\left(A^{2}-a^{2}\right) a \sin \psi k_{s 0} \mathbf{A}_{0} \boldsymbol{\Theta}_{(s)} . \tag{4.4.26}
\end{equation*}
$$

Substituting now formulas (4.4.23), (4.4.25) and (4.4.26) into the harmonic balance equation (4.4.24), we obtain after some transformations:

$$
\begin{equation*}
F(a)=-\frac{1}{2 N_{s} k_{s 0} \pi} \int_{0}^{2 \pi} \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{Q} \sin \psi d \psi=\frac{\gamma_{0} N_{s} k_{k_{0}^{2}}^{2}}{4 m g l} a\left(A^{2}-a^{2}\right) \tag{4.4.27}
\end{equation*}
$$

so the equation for determining the function $a(t)$ will take the form:

$$
\begin{equation*}
\dot{a}=\kappa_{s} a\left(A^{2}-a^{2}\right), \quad \kappa_{s}=\frac{\gamma_{0} H_{s} p_{s 0}^{2}}{4} \tag{4.4.28}
\end{equation*}
$$

It is easy to see that the equation (4.4.28) is completely similar to the previously obtained equation (4.4.12) for the case of orthogonal double pendulum. Setting the initial conditions in the original form, namely $\boldsymbol{\theta}_{0}=a_{0} \boldsymbol{\Theta}_{(s)}, \dot{\boldsymbol{\theta}}_{0}=0$, referring to the formulas (4.4.23) and (4.4.25), and, in addition, taking into account that $F(a)$ is small in comparison with $a$, we can approximately obtain that $\psi_{s 0}=0$, and $a=a_{0}$ at $t=0$. Therefore, the equation (4.4.28) will have a solution that is completely similar in structure to the expression (4.4.17), where it is also taken into account that $\kappa_{s}=\gamma_{0} H_{s} p_{s 0}^{2} / 4$, and $\varepsilon_{*}=H_{s} p_{s 0}^{2} A^{2} / 2$ [140]:

$$
\begin{equation*}
a(t)=\frac{a_{0} A e^{\kappa_{s} A^{2} t}}{\sqrt{A^{2}+a_{0}^{2}\left(e^{2 \kappa_{s} A^{2} t}-1\right)}}=\frac{a_{0} A e^{\gamma_{0} \varepsilon_{*} t / 2}}{\sqrt{A^{2}+a_{0}^{2}\left(e^{\gamma_{0} \varepsilon_{*} t}-1\right)}} . \tag{4.4.29}
\end{equation*}
$$

It is again easy to see from here that for $a \rightarrow A$ we have $t \rightarrow \infty$, i.e. $E \rightarrow E_{*}$.
Graphs of the controlled movement of the system on the first mode are shown in Fig. 4.13 for the case $\alpha=\pi / 6$ for sufficiently small angles $\theta_{1}$ and $\theta_{2}$. The envelope lines are also shown here, and they characterize the oscillation amplitudes of these angles and are constructed according to the formulas obtained above. It can be seen that these lines are in complete agreement with the results of numerical integration. Thus, the obtained analytical results make it possible to evaluate the character of the increase in the oscillation amplitudes within the framework of the considered simplified model. We emphasize once again that despite the approximations carried out and the absence of a drift of frequency and oscillation mode in this model, it still remains nonlinear due to the control actions.


Fig. 4.13. Overclocking of spatial double pendulum $(\alpha=\pi / 6)$ in case of small deviations

Analyzing the obtained results, we can conclude that the presented modification of the collinear control law, which has variable gain, as well as the collinear control with constant gain, allows to transfer all the energy supplied to the system to the growth of oscillations only on one oscillation mode. This means, that it is possible to excite resonant oscillations on a given oscillation mode with the help of such control, i.e., swing the system on this mode with its gradual transition from a linear to a nonlinear variant, and a smooth transition to a steady oscillatory motion with a given energy level will be carried out over time. As a result, it is possible to observe the system movement on a nonlinear oscillation mode which is characterized by periodicity and is very different from the corresponding linear oscillation mode, which has a harmonic, i.e., purely sinusoidal character.

### 4.5. Collinear Control in Presence of Dissipative Forces

In conclusion of the conversation about the controlled motions of the system, we consider the situation when control moments act in the joints of a spatial double pendulum, constructed on the principle of collinear control with a constant gain $\gamma$, and viscous friction is also taken into account with the dissipative coefficient $b$ [41]. It is clear that the motion equations of such a system, written in matrix form, will look like:

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}}-\frac{\partial T}{\partial \boldsymbol{\theta}}=-\frac{\partial \Pi}{\partial \boldsymbol{\theta}}-\frac{\partial R}{\partial \dot{\boldsymbol{\theta}}}+\gamma \frac{\partial T}{\partial \dot{\boldsymbol{\theta}}} . \tag{4.5.1}
\end{equation*}
$$

Bearing in mind the further study of the linear model of the process under consideration, let us substitute into (4.5.1) the quadratic approximations of the kinetic and potential energies (2.4.3), as well as the dissipative function (2.5.1). As a result, we obtain the following linear matrix equation:

$$
\begin{equation*}
\mathbf{A}_{0} \ddot{\boldsymbol{\theta}}+\left(\mathbf{B}_{0}-\gamma \mathbf{A}_{0}\right) \dot{\boldsymbol{\theta}}+\mathbf{C}_{0} \boldsymbol{\theta}=0 . \tag{4.5.2}
\end{equation*}
$$

Multiplying the motion equation (4.5.2) by $\dot{\boldsymbol{\theta}}^{\mathrm{T}}$ on the left, it is easy to obtain the following energy relation:

$$
\begin{array}{r}
\dot{E}=2(\gamma T-R)=2 m l^{2}\left[(5 \delta-n) \dot{\theta}_{1}^{2}+4 \delta \cos \alpha \dot{\theta}_{1} \dot{\theta}_{2}+(\delta-n) \dot{\theta}_{2}^{2}\right]=  \tag{4.5.3}\\
=N(\dot{\boldsymbol{\theta}})=\frac{1}{2} \dot{\boldsymbol{\theta}}^{\mathrm{T}} \mathbf{D}_{0} \dot{\boldsymbol{\theta}},
\end{array}
$$

where it is taken into account that $2 n=b /\left(m l^{2}\right), 2 \delta=\gamma$. It can be seen that the total power of the dissipative and control forces $N(\dot{\boldsymbol{\theta}})$ is the quadratic form of the column of generalized velocities with the matrix

$$
\mathbf{D}_{0}=2 m l^{2}\left[\begin{array}{cc}
5 \delta-n & 2 \delta \cos \alpha  \tag{4.5.4}\\
2 \delta \cos \alpha & \delta-n
\end{array}\right]
$$

First, let us determine the conditions on the parameters $\delta$ and $n$ when the total energy of the system will always be an increasing or, conversely, decreasing function. It follows from the formula (4.5.3) that for this the power $N$ must always take positive or negative values for any values of the generalized velocities $\dot{\theta}_{1}$ and
$\dot{\theta}_{2}$. Therefore, the matrix $\mathbf{D}_{0}$ must be sign-definite positive or negative, as dictated by Sylvester's conditions [23]. Thus, for this matrix to be positive definite, it is required that

$$
\begin{equation*}
5 \delta>n, \quad(5 \delta-n)(\delta-n)-4 \delta^{2} \cos ^{2} \alpha>0 \tag{4.5.5}
\end{equation*}
$$

Solving this system of inequalities, we obtain

$$
\begin{equation*}
\delta>\frac{3+2 \sqrt{2-\sin ^{2} \alpha}}{1+4 \sin ^{2} \alpha} n=n_{2}, \quad \sigma>\eta_{2} \nu \tag{4.5.6}
\end{equation*}
$$

where the relation (2.5.11) is taken into account, and the resulting condition is presented in dimensionless form, where $\sigma=\delta / k, \nu=n / k$, and also $\eta_{s}=n_{s} / n$, and these values are determined by the formula (2.5.14). For the matrix $\mathbf{D}_{0}$ to be negative definite, the inequalities must be satisfied

$$
\begin{equation*}
5 \delta<n, \quad(5 \delta-n)(\delta-n)-4 \delta^{2} \cos ^{2} \alpha>0 \tag{4.5.7}
\end{equation*}
$$

which, in turn, give

$$
\begin{equation*}
\delta<\frac{3-2 \sqrt{2-\sin ^{2} \alpha}}{1+4 \sin ^{2} \alpha} n=n_{1}, \quad \sigma<\eta_{1} \nu, \tag{4.5.8}
\end{equation*}
$$

where all the same relations are used. These considerations also lead to the conclusion that under the condition

$$
\begin{equation*}
\eta_{1} \nu<\sigma<\eta_{2} \nu \tag{4.5.9}
\end{equation*}
$$

the power $N$ will be an sign-changing function of the generalized velocities $\dot{\theta}_{1}$ and $\dot{\theta}_{2}$, so that some intermediate modes will correspond to this double inequality.

Let us now consider in detail the entire spectrum of possible modes of motion of the system. To construct these modes and give them an adequate interpretation and classification, we construct an exact analytical solution of the equation (4.5.2). Seeking this solution in the form (2.5.4), we arrive at a matrix algebraic equation:

$$
\begin{equation*}
\left[\mathbf{A}_{0} \lambda^{2}+\left(\mathbf{B}_{0}-\gamma \mathbf{A}_{0}\right) \lambda+\mathbf{C}_{0}\right] \boldsymbol{\Theta}=0 \tag{4.5.10}
\end{equation*}
$$

which has a non-trivial solution under the condition

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{A}_{0} \lambda^{2}+\left(\mathbf{B}_{0}-\gamma \mathbf{A}_{0}\right) \lambda+\mathbf{C}_{0}\right]=0 . \tag{4.5.11}
\end{equation*}
$$

Considering the relation (2.5.7) between the matrices $\mathbf{A}_{0}, \mathbf{B}_{0}$ and $\mathbf{C}_{0}$, we get:

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{A}_{0}\left(\lambda^{2}-(2 n+\gamma) \lambda\right)+\mathbf{C}_{0}\left(1+\frac{4 n}{k^{2}} \lambda\right)\right]=0 \tag{4.5.12}
\end{equation*}
$$

Comparing this equation with (2.4.6), to which the frequencies of conservative oscillations $k_{s 0}$ correspond, it follows that the values $\lambda$ are found from the following equations:

$$
\begin{equation*}
\lambda^{2}-(2 n+\gamma) \lambda=-k_{s 0}^{2}\left(1+\frac{4 n}{k^{2}} \lambda\right), \quad s=1,2 \tag{4.5.13}
\end{equation*}
$$

and the oscillation modes remain the same as in the original conservative system. Transforming the equations (4.5.13), we get:

$$
\begin{equation*}
\lambda^{2}+2\left(n_{s}-\delta\right) \lambda+k_{s 0}^{2}=0 \tag{4.5.14}
\end{equation*}
$$

where the old designations for $n_{s}$ are kept according to (2.5.11). Solutions of equations (4.5.14) obviously have the form:

$$
\begin{equation*}
\lambda_{1,2}=\delta-n_{1} \pm i k_{1}, \quad \lambda_{3,4}=\delta-n_{2} \pm i k_{2} \tag{4.5.15}
\end{equation*}
$$

where the notation is introduced:

$$
\begin{equation*}
k_{s}=\sqrt{k_{s 0}^{2}-\left(\delta-n_{s}\right)^{2}} . \tag{4.5.16}
\end{equation*}
$$

We note that the solution of equation (4.5.2) can be written as:

$$
\begin{equation*}
\boldsymbol{\theta}=e^{\delta t}\left[\boldsymbol{\Theta}_{(1)} e^{-n_{1} t}\left(A_{1} e^{i k_{1} t}+B_{1} e^{-i k_{1} t}\right)+\boldsymbol{\Theta}_{(2)} e^{-n_{2} t}\left(A_{2} e^{i k_{2} t}+B_{2} e^{-i k_{2} t}\right)\right], \tag{4.5.17}
\end{equation*}
$$

where the complex integration constants $A_{s}$ and $B_{s}, s=1,2$ are again determined by analogy with (2.5.28), and they have the form:

$$
\begin{align*}
A_{s} & =\frac{\left(n_{s}-\delta+i k_{s}\right) \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}+\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}_{0}}{2 i k_{s} N_{s}}  \tag{4.5.18}\\
B_{s} & =\frac{\left(-n_{s}+\delta+i k_{s}\right) \boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \boldsymbol{\theta}_{0}-\boldsymbol{\Theta}_{(s)}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}_{0}}{2 i k_{s} N_{s}}
\end{align*}
$$

Introducing now for convenience the dimensionless eigenvalues $\kappa=\lambda / k$, we can write them according to (4.5.15) and using the dimensionless parameters $\nu$ and $\sigma$ in the final form:

$$
\begin{equation*}
\kappa_{1,2}=\sigma-\eta_{1} \nu \pm i \sqrt{p_{10}^{2}-\left(\sigma-\eta_{1} \nu\right)^{2}}, \quad \kappa_{3,4}=\sigma-\eta_{2} \nu \pm i \sqrt{p_{20}^{2}-\left(\sigma-\eta_{2} \nu\right)^{2}} . \tag{4.5.19}
\end{equation*}
$$

It can be seen that, depending on the relation between $\nu$ and $\sigma$, the values $\kappa$ can be either real (positive or negative) or complex (having a positive or negative
real part). All these cases predetermine the fundamentally different qualitative character of the emerging motion modes of the system. In order to introduce the character of these modes and estimate their total number, we construct a family of boundary lines on the plane $\nu \sigma$, on which the character of motion on each of the modes $\boldsymbol{\Theta}_{(s)}$ changes from damped to overclocking and from oscillatory to aperiodic. It is clear from the expressions (4.5.19) that these boundary lines are the following six straight lines:

$$
\begin{align*}
\sigma=\eta_{1} \nu, & \sigma=\eta_{2} \nu \\
\sigma=\eta_{1} \nu \pm p_{10}=p_{10}\left( \pm 1+\frac{\nu}{\nu_{10}}\right), & \sigma=\eta_{2} \nu \pm p_{20}=p_{20}\left( \pm 1+\frac{\nu}{\nu_{20}}\right) \tag{4.5.20}
\end{align*}
$$

The real parts of the roots $\kappa_{1,2}$ and $\kappa_{3,4}$, respectively, turn to zero on the first two of the straight lines, and the imaginary parts are zero on the remaining two pairs. Straight lines (4.5.20) are shown in Fig. 4.14. Taking into account that $\nu>0$, and $\sigma$ can be both positive and negative, we can conclude that these lines divide the half-plane $\nu>0$ into 11 regions with different motion character of spatial double pendulum.

Let's give a detailed classification of these regions:
1 - aperiodic overclocking of both modes $\boldsymbol{\Theta}_{(1)}$ and $\boldsymbol{\Theta}_{(2)}$;
2 - aperiodic overclocking of mode $\boldsymbol{\Theta}_{(1)}$, oscillatory overclocking of mode $\boldsymbol{\Theta}_{(2)}$;
3 - oscillatory overclocking of both modes $\boldsymbol{\Theta}_{(1)}$ and $\boldsymbol{\Theta}_{(2)}$;
4 - oscillatory overclocking of mode $\boldsymbol{\Theta}_{(1)}$, oscillatory damping of mode $\boldsymbol{\Theta}_{(2)}$;
5 - aperiodic overclocking of mode $\boldsymbol{\Theta}_{(1)}$, oscillatory damping of mode $\boldsymbol{\Theta}_{(2)}$;
6 - oscillatory overclocking of mode $\boldsymbol{\Theta}_{(1)}$, aperiodic damping of mode $\boldsymbol{\Theta}_{(2)}$;
7 - aperiodic overclocking of mode $\boldsymbol{\Theta}_{(1)}$, aperiodic damping of mode $\boldsymbol{\Theta}_{(2)}$;
8 - oscillatory damping of both modes $\boldsymbol{\Theta}_{(1)}$ and $\boldsymbol{\Theta}_{(2)}$;
9 - oscillatory damping of mode $\boldsymbol{\Theta}_{(1)}$, aperiodic damping of mode $\boldsymbol{\Theta}_{(2)}$;
10 - aperiodic damping of mode $\boldsymbol{\Theta}_{(1)}$, oscillatory damping of mode $\boldsymbol{\Theta}_{(2)}$;
11 - aperiodic damping of both modes $\boldsymbol{\Theta}_{(1)}$ and $\boldsymbol{\Theta}_{(2)}$.
It can be seen that at $\gamma=0$ and at $\nu=0$, conclusions follow from this diagram, which are in full agreement with the previously obtained results.

Returning now to the results obtained above, we can see that the condition (4.5.6) occurs in regions 1,2 and 3 , where both modes sway, and the condition


Fig. 4.14. Diagram of system motion modes
(4.5.8) is satisfied in regions $8,9,10$ and 11 when both modes are extinguished, as one would expect. For clarity, these groups of regions are highlighted in the mode diagram with dark and light backgrounds, respectively. In regions 4, 5, 6, and 7 , intermediate modes are realized, when the first mode is swinging, and the second mode is extinguished, and the condition (4.5.9) corresponds to them. Regions 4 and 6 may be of particular practical interest, since if the parameters $\nu$ and $\sigma$ are chosen in these regions, the second mode will be damped (oscillatory or aperiodically, respectively), and as a result, only one swinging first mode can be observed over time. We also note that if we choose the parameters $\nu$ and $\sigma$ on the boundary $\sigma=\eta_{1} \nu$, then it will be possible to observe undamped oscillations only on the first mode over time.

Thus, the cooperative consideration of both control and dissipative actions significantly complicates the picture of possible motion modes of spatial double
pendulum and makes it possible to choose the most suitable of them for specific practical purposes.

### 4.6. Conclusions on Fourth Chapter

In this chapter, it was demonstrated that with the help of collinear control it is possible to overclock spatial double pendulum on each of its modes of oscillation separately up to sufficiently large amplitudes. This remarkable feature of such a control means the existence of autoresonant oscillation mode, when all the energy supplied to the system is completely spent on its overclocking on one oscillation mode, providing a single-frequency growth of these oscillations. At the same time, the oscillation mode gradually drifts with the frequency during the transition from the linear zone to the nonlinear one, however, with the complication of its qualitative character, it retains regular structure and it is characterized by periodicity. In addition to collinear control with a constant gain, when the steady motion is reached by simply turning it off, an effective modification of the original control law is also proposed, which consists in using a variable gain and allows a smooth transition to the mode of periodic oscillations with the desired energy level. Finally, the cooperative influence of dissipative and control actions on the dynamic behavior of the system within the framework of a linear model was studied, and as a result a diagram of possible motion modes was presented, which have their own distinctive features and can find certain practical applications.

We note once again that, based on the above advantages of the proposed method of forming control actions, it is advisable to use it not only to control the motion of a spatial double pendulum, but also of any other mechanical system. This conclusion is especially true for systems from the field of modern robotics and biodynamics, since the described controlled modes are widespread in the animal world, where all running, swimming and flying animals perform their locomotions in resonant motion on one of the oscillation modes. This emphasizes the importance of using these principles to control the movement of modern androids and many other devices encountered in various applied problems.

# 5. Optimization of Oscillation Damping Modes of Spatial Double Pendulum 

### 5.1. Problem Statement of Optimization of Passive and Active Oscillation Damping and Optimization Criteria Formation

In the previous chapters, the spatial double pendulum motions were considered under the action of dissipative forces of viscous friction and control actions built on the principle of collinear control, which make it possible to suppress oscillations of the system. The first type of damping is usually called passive, while the second is called active. In this case, the question naturally arises of finding the best parameters for each of the mentioned types of damping separately and under their combined action [69,70]. It is clear that in order for oscillations to be damped most efficiently, an optimization criterion should be proposed, on the basis of which the parameters of each type of damping would be selected [9,31,35, 40, 127, 131]. It is of interest to use different criteria and compare the results obtained according to these criteria.

In the existing literature, as an optimization criterion for systems with several degrees of freedom, the criterion based on maximizing the degree of system stability is most often taken [53,54]. As is known, the degree of stability of a linear dynamical system is the distance $\Delta$ from the imaginary axis of the plane of the roots of the characteristic equation to the root closest to it, under the condition
that all these roots lie to the left of the imaginary axis $[12,62,76]$ (Fig. 5.1):

$$
\begin{equation*}
\Delta=\min _{i}\left|\operatorname{Re} \lambda_{i}\right|=\max \tag{5.1.1}
\end{equation*}
$$



Fig. 5.1. Degree of stability

This optimization criterion is maximin, and its important advantages include the fact that it does not depend on the initial conditions of the system motion. However, it can be constructed only for a linear system, since in a nonlinear system the concept of the degree of stability is meaningless, which is a disadvantage of this criterion. Besides, this criterion is not directly related to the energy parameters of the system, characterizing only the degree of attenuation of component of the solution that decreases the slowest. Therefore, this criterion should be considered purely mathematical rather than physical. Nevertheless, the criterion based on the degree of stability is widely used in various practical problems, due to its relative simplicity of calculation.

However, it is more natural from a physical point of view in the problems of mechanics to choose the parameters of active or passive damping of oscillations from the consideration of the best dissipation of the total mechanical energy in time. Based on this, we can take as an optimization criterion the value of the integral [20, 29, 76]:

$$
\begin{equation*}
F=\int_{0}^{\infty} E(t) d t=\min , \tag{5.1.2}
\end{equation*}
$$

where $E=T+\Pi$ is the total mechanical energy of the system. Integral criteria of this kind are also often used in automatic control theory [6,27,79]. It is important to emphasize that the criterion (5.1.2) has the following geometric meaning - the value $F$ is the area under the energy curve $E(t)$ on an infinite time interval, and the optimization problem then reduces to determining such damping parameters, when this area is minimal (Fig. 5.2).


Fig. 5.2. The geometric meaning of the energy-time criterion

We also note that the criterion (5.1.2) is energy-time, since it harmoniously combines in its structure both energy and time characteristics of the process of damping free oscillations. Moreover, in contrast to the degree of stability, this criterion can be used for both linear and nonlinear systems, which significantly expands the scope of its applicability. However, using the energy-time criterion, we have a significant difficulty in determining the optimal parameters, due to the fact that in the general case these parameters will significantly depend on the initial conditions of motion, which is typical of any integral criterion. This is the main disadvantage of the criterion under discussion, which the criterion based on the degree of stability was deprived of. Nevertheless, since the initial conditions are by no means always precisely defined, it is advisable to act according to the principle of guaranteed success, i.e., to determine the best damping mode parameters for the worst set of initial conditions (the one for which the criterion value is the largest at the specified damping parameters). In this case, we arrive at a minimax procedure.

As a rule, when solving problems of optimizing the parameters of mechanical
systems with several degrees of freedom, it is necessary to resort exclusively to numerical methods of analysis, since the construction of exact analytical solutions turns out to be laborious or even impossible. This circumstance significantly reduces the value of such a solution in qualitative terms. However, in the present example of spatial double pendulum with dissipative and control factors, it is possible to construct an analytical solution and use numerical methods only to determine the roots of algebraic equations, which is a very important point for the most visual and accessible interpretation of the results.

### 5.2. Optimization of Viscous Oscillation Damping

Let us first raise the question of finding the coefficient of viscous friction $b$ (or the value $n$ corresponding to it) in the joints from the optimization condition for the damping process of small oscillations of spatial double pendulum [42].

1. Degree of stability. Let us discuss in more detail the trajectories of the roots (2.5.12) of the characteristic equation in the dimensionless form $\kappa=\lambda / k$ on the root hodograph with increasing coefficient $\nu=n / k$ from 0 to $\infty$. At $\nu=0$ all four roots obviously lie on the imaginary axis of the hodograph plane. As $\nu$ increases in the range $0<\nu<\nu_{20}$, these roots move along semicircles lying to the left of the imaginary axis:

$$
\begin{equation*}
\left(\operatorname{Re} \kappa_{1,2}\right)^{2}+\left(\operatorname{Im} \kappa_{1,2}\right)^{2}=p_{10}^{2}, \quad\left(\operatorname{Re} \kappa_{3,4}\right)^{2}+\left(\operatorname{Im} \kappa_{3,4}\right)^{2}=p_{20}^{2} . \tag{5.2.1}
\end{equation*}
$$

In this case, the roots $\kappa_{3,4}$ move along the larger semicircle (5.2.1) and approach each other until, at $\nu=\nu_{20}$, they merge into one multiple real root, and after that they are already move in different directions along the real axis. The roots $\kappa_{1,2}$ also move along their semicircle in the range $\nu_{20}<\nu<\nu_{10}$ until at $\nu=\nu_{10}$ they merge into one multiple root. After that, they, like the pair of roots $\kappa_{3,4}$, begin to diverge in different directions along the real axis. Thus, at $\nu \rightarrow \infty$ in each pair one root tends to -0 and the other tends to $-\infty$. The root hodograph of this process is shown in Fig. 5.3.

Let us show that there exists a value $\nu_{*}$ in the range $\nu_{20}<\nu_{*}<\nu_{10}$ when the roots $\kappa_{3,4}$ have already diverged from their merge point to different sides along the real axis, while the roots $\kappa_{1,2}$ are still on their semicircle, i.e. are complex conjugate, and the real part of the roots $\kappa_{1,2}$ coincides with the smaller in modulus


Fig. 5.3. The root hodograph
of the real roots $\kappa_{4}$. In this case, three roots will be located on the root hodograph on the same vertical, and the fourth one will be much to the left of them. Indeed, by equating the real parts of these roots, which are $-n_{1}$ and $-n_{2}+\sqrt{n_{2}^{2}-k_{20}^{2}}$, and passing to dimensionless notation, we obtain the equation:

$$
\begin{equation*}
-\eta_{1} \nu=-\eta_{2} \nu+\sqrt{\eta_{2}^{2} \nu^{2}-p_{20}^{2}} . \tag{5.2.2}
\end{equation*}
$$

Resolving it relative to $\nu$, we find the desired value $\nu_{*}$ :

$$
\begin{equation*}
\nu_{*}=\frac{p_{20}}{\sqrt{\eta_{1}\left(2 \eta_{2}-\eta_{1}\right)}} . \tag{5.2.3}
\end{equation*}
$$

Fig. 5.4 shows the location of $\nu_{*}$ relative to the values $\nu_{20}$ and $\nu_{10}$ depending on the angle $\alpha$, and it clearly demonstrates its location in the range $\nu_{20}<\nu_{*}<\nu_{10}$.

Thus, it is possible to qualitatively represent the behavior of the dependence graphs of the modules of the real parts of all four roots of the characteristic equation in a dimensionless version (Fig. 5.5). Here, the solid lines mark the sections corresponding to the root closest to the imaginary axis, which determines the dimensionless degree of stability $\Delta / k$. To be convincing, we additionally show


Fig. 5.4. Graph dependencies of values $\nu_{20}, \nu_{*}$ and $\nu_{10}$ on angle $\alpha$


Fig. 5.5. Graph dependence of dimensionless degree of stability $\Delta / k$ on $\nu$
that the curve $\left|\operatorname{Re} \kappa_{2}\right|=\eta_{1} \nu-\sqrt{\eta_{1}^{2} \nu^{2}-p_{10}^{2}}$ at $\nu>\nu_{10}$ lies above the curve $\left|\operatorname{Re} \kappa_{4}\right|=\eta_{2} \nu-\sqrt{\eta_{2}^{2} \nu^{2}-p_{20}^{2}}$. Indeed, the following chain of relations holds:

$$
\begin{equation*}
\left|\operatorname{Re} \kappa_{2}\right|=\frac{p_{10}^{2} / \eta_{1}}{\nu+\sqrt{\nu^{2}-\nu_{10}^{2}}}>\frac{p_{20}^{2} / \eta_{2}}{\nu+\sqrt{\nu^{2}-\nu_{20}^{2}}}=\left|\operatorname{Re} \kappa_{4}\right|, \tag{5.2.4}
\end{equation*}
$$

where it is taken into account that $\nu_{10}>\nu_{20}$ according to (2.5.17), and also

$$
\begin{equation*}
\frac{p_{10}^{2}}{\eta_{1}}=\frac{1}{2-1 / p_{10}^{2}}>\frac{1}{2-1 / p_{20}^{2}}=\frac{p_{20}^{2}}{\eta_{2}} \tag{5.2.5}
\end{equation*}
$$

due to the relations (2.5.14) and the fact that $p_{10}<p_{20}$. According to Fig. 5.5, it is easy to see that it is the value $\nu_{*}$ that provides the maximum degree of stability, and this extremum is acute. The maximum value of the degree of stability, taking into account the non-dimensionality, will be:

$$
\begin{equation*}
\frac{\Delta_{\max }}{k}=\eta_{1} \nu_{*}=p_{20} \sqrt{\frac{\eta_{1}}{2 \eta_{2}-\eta_{1}}} \tag{5.2.6}
\end{equation*}
$$

We can determine from the formulas (5.2.3) and (5.2.6) the values $\nu_{*}$ and $\Delta_{\max } / k$ in particular cases. Thus, at $\alpha=0$ we find

$$
\begin{equation*}
\nu_{*}=\sqrt{\frac{13 \sqrt{2}+18}{21}} \approx 1.3163, \quad \frac{\Delta_{\max }}{k}=\sqrt{\frac{5 \sqrt{2}-6}{21}} \approx 0.2268 \tag{5.2.7}
\end{equation*}
$$

and at $\alpha=\pi / 2$ we have

$$
\begin{equation*}
\nu_{*}=\frac{5}{3} \approx 1.6667, \quad \frac{\Delta_{\max }}{k}=\frac{1}{3} \approx 0.3333 \tag{5.2.8}
\end{equation*}
$$

Finally, according to Fig. 5.5 it can be seen that for $0<\nu \leq \nu_{*}$ the dimensionless degree of stability is determined by the real part of the complex conjugate roots $\kappa_{1,2}$, while for $\nu>\nu_{*}$ is the smallest of the real roots of $\kappa_{4}$, so that

$$
\frac{\Delta}{k}=\left\{\begin{array}{c}
\eta_{1} \nu, \quad 0<\nu \leq \nu_{*}  \tag{5.2.9}\\
\eta_{2} \nu-\sqrt{\eta_{2}^{2} \nu^{2}-p_{20}^{2}}, \quad \nu>\nu_{*}
\end{array}\right.
$$

Of course, both at $\nu \rightarrow 0$ and $\nu \rightarrow \infty$ the degree of stability tends to zero.
2. Energy-time criterion. To solve the problem by the second criterion, we will use the solution in complex form (2.5.26). Its convenience lies in the fact that the integral (5.1.2) will then be calculated most simply. Substituting formulas
(2.5.26) and (2.5.27) into the expressions (2.4.3) for the kinetic and potential energies, as well as using the formulas (2.4.21) and (2.4.22), we calculate the total mechanical energy:

$$
\begin{equation*}
E=\frac{1}{2}\left[N_{1} e^{-n_{1} t} f_{1}(t)+N_{2} e^{-n_{2} t} f_{2}(t)\right] \tag{5.2.10}
\end{equation*}
$$

where the functions $f_{s}(t)$ have the following form:

$$
\begin{align*}
f_{s}(t)= & A_{s}^{2} e^{2 i k_{s} t}\left[\left(n_{s}+i k_{s}\right)^{2}+k_{s 0}^{2}\right]+  \tag{5.2.11}\\
& \quad+B_{s}^{2} e^{-2 i k_{s} t}\left[\left(-n_{s}+i k_{s}\right)^{2}+k_{s 0}^{2}\right]+4 A_{s} B_{s} k_{s 0}^{2}, \quad s=1,2 .
\end{align*}
$$

Let us now substitute the expression (5.2.10), taking into account (5.2.11), into the integral (5.1.2), and also taking into account that

$$
\begin{equation*}
\int_{0}^{\infty} e^{-2\left(n_{s} \pm i k_{s}\right) t} d t=\frac{1}{2\left(n_{s} \pm i k_{s}\right)}, \quad \int_{0}^{\infty} e^{-2 n_{s} t} d t=\frac{1}{2 n_{s}}, \quad s=1,2 . \tag{5.2.12}
\end{equation*}
$$

Then we get the following expression for $F$ :

$$
\begin{equation*}
F=\frac{1}{2}\left[N_{1} \frac{\left(A_{1}+B_{1}\right)^{2} n_{1}^{2}+2 A_{1} B_{1} k_{1}^{2}}{n_{1}}+N_{2} \frac{\left(A_{2}+B_{2}\right)^{2} n_{2}^{2}+2 A_{2} B_{2} k_{2}^{2}}{n_{2}}\right] . \tag{5.2.13}
\end{equation*}
$$

We note that the complex integration constants $A_{s}$ and $B_{s}$ in this expression have representations (2.5.28). In addition, we emphasize that the expression (5.2.13) has no singularities when multiple roots of the characteristic equation appear, i.e., at $k_{s} \rightarrow 0$. Indeed, it is easy to see that both the values $A_{s}+B_{s}$ and $A_{s} B_{s} k_{s}^{2}$ turn out to be finite in this case according to (2.5.28). Thus, the resulting expression (5.2.13) is valid for any values of the dimensionless dissipative coefficient $\nu$.

Let us now turn to determining the optimal value $\nu$ for the worst set of initial conditions. To this puprose, we represent the initial conditions $\boldsymbol{\theta}_{0}$ and $\dot{\boldsymbol{\theta}}_{0}$ as the sum of two modes $\boldsymbol{\Theta}_{(1)}$ and $\boldsymbol{\Theta}_{(2)}$ with some coefficients $P_{s}$ and $R_{s}$ :

$$
\begin{equation*}
\boldsymbol{\theta}_{0}=P_{1} \boldsymbol{\Theta}_{(1)}+P_{2} \boldsymbol{\Theta}_{(2)}, \quad \dot{\boldsymbol{\theta}}_{0}=R_{1} \boldsymbol{\Theta}_{(1)}+R_{2} \boldsymbol{\Theta}_{(2)}, \tag{5.2.14}
\end{equation*}
$$

and these coefficients are uniquely determined by the given $\boldsymbol{\theta}_{0}$ and $\dot{\boldsymbol{\theta}}_{0}[10]$. However, they are not very convenient for further analysis. Therefore, instead of pairs of coefficients $\left(P_{s}, R_{s}\right)$, it is advisable to introduce two other pairs $\left(r_{s}, \mu_{s}\right)$ using the formulas:

$$
\begin{equation*}
P_{s}=\frac{r_{s}}{\sqrt{N_{s} k_{s 0}^{2}}} \cos \mu_{s}, \quad R_{s}=\frac{r_{s}}{\sqrt{N_{s}}} \sin \mu_{s} . \tag{5.2.15}
\end{equation*}
$$

It is clear that the transition from first coefficients to another actually represents the transition from Cartesian to polar coordinates with some scale factors. In this case, $\mu_{s} \in[0,2 \pi)$, and $r_{s} \in[0, \infty)$. It is convenient to set the pair $\left(r_{1}, r_{2}\right)$ also by polar coordinates:

$$
\begin{equation*}
r_{1}=\rho \cos \vartheta, \quad r_{2}=\rho \sin \vartheta \tag{5.2.16}
\end{equation*}
$$

where $\rho \in[0, \infty)$, and $\vartheta \in[0, \pi / 2]$. Convenience of replacement of initial condition columns $\boldsymbol{\theta}_{0}$ and $\dot{\boldsymbol{\theta}}_{0}$ by parameters $\rho, \vartheta, \mu_{1}$ and $\mu_{2}$ is that the initial energy of the system is then expressed most simply:

$$
\begin{equation*}
E_{0}=\frac{1}{2} \dot{\boldsymbol{\theta}}_{0}^{\mathrm{T}} \mathbf{A}_{0} \dot{\boldsymbol{\theta}}_{0}+\frac{1}{2} \boldsymbol{\theta}_{0}^{\mathrm{T}} \mathbf{C}_{0} \boldsymbol{\theta}_{0}=\frac{1}{2} \rho^{2} . \tag{5.2.17}
\end{equation*}
$$

This implies an important conclusion that the parameter $\rho$ characterizes the initial energy level of the system, while the parameters $\vartheta, \mu_{1}$, and $\mu_{2}$ do not affect it in any way.

Substituting now (2.5.28), (5.2.14), (5.2.15), (5.2.16) into (5.2.13) and taking into account (5.2.17), we arrive at the expression for $F\left(\nu, \mu_{1}, \mu_{2}, \vartheta\right)$ :

$$
\begin{align*}
F=\frac{E_{0}}{2}\left[\frac { \operatorname { c o s } ^ { 2 } \vartheta } { k _ { 1 0 } } \left(\frac{1}{\nu_{1}}\right.\right. & \left.+\nu_{1}+\nu_{1} \cos 2 \mu_{1}+\sin 2 \mu_{1}\right)+  \tag{5.2.18}\\
& \left.+\frac{\sin ^{2} \vartheta}{k_{20}}\left(\frac{1}{\nu_{2}}+\nu_{2}+\nu_{2} \cos 2 \mu_{2}+\sin 2 \mu_{2}\right)\right]
\end{align*}
$$

where, for convenience, two more dimensionless dissipative coefficients $\nu_{1}$ and $\nu_{2}$ are also introduced, which are related to $\nu$ by the following formulas:

$$
\begin{equation*}
\nu_{1}=\frac{n_{1}}{k_{10}}=\frac{\eta_{1}}{p_{10}} \nu, \quad \nu_{2}=\frac{n_{2}}{k_{20}}=\frac{\eta_{2}}{p_{20}} \nu . \tag{5.2.19}
\end{equation*}
$$

Turning to the expression (5.2.18) for the integral optimization criterion, we now proceed directly to finding the optimal value $\nu$ for the worst set of initial conditions. Here we have the minimax problem of finding the extremum points of the function $F\left(\nu, \mu_{1}, \mu_{2}, \vartheta\right)$, i.e. about finding $\min _{\nu} \max _{\mu_{1}, \mu_{2}, \vartheta} F\left(\nu, \mu_{1}, \mu_{2}, \vartheta\right)$. It can be seen that in this case the value of the initial energy $E_{0}$ does not play a role, but only the relation between the columns of initial conditions $\boldsymbol{\theta}_{0}$ and $\dot{\boldsymbol{\theta}}_{0}$ has the meaning, which is determined is determined by $\mu_{1}, \mu_{2}, \vartheta$. Discarding further the insignificant factor $E_{0} /(2 k)$ in the expression for $F$, we denote the resulting
dimensionless expression by $f$ :

$$
\begin{align*}
f=\frac{\cos ^{2} \vartheta}{p_{10}} & {\left[\frac{1}{\nu_{1}}+\nu_{1}+\sqrt{1+\nu_{1}^{2}} \sin \left(2 \mu_{1}+\psi_{1}\right)\right]+} \\
+ & \frac{\sin ^{2} \vartheta}{p_{20}}\left[\frac{1}{\nu_{2}}+\nu_{2}+\sqrt{1+\nu_{2}^{2}} \sin \left(2 \mu_{2}+\psi_{2}\right)\right], \quad \operatorname{tg} \psi_{s}=\nu_{s}, \quad s=1,2 \tag{5.2.20}
\end{align*}
$$

It is easy to see from (5.2.20) that $f$ reaches its maximum values in $\mu_{1}$ and $\mu_{2}$ equal to

$$
\begin{equation*}
f_{\mu_{1}, \mu_{2}}=\frac{\cos ^{2} \vartheta}{p_{10}}\left(\frac{1}{\nu_{1}}+\nu_{1}+\sqrt{1+\nu_{1}^{2}}\right)+\frac{\sin ^{2} \vartheta}{p_{20}}\left(\frac{1}{\nu_{2}}+\nu_{2}+\sqrt{1+\nu_{2}^{2}}\right) \tag{5.2.21}
\end{equation*}
$$

at points when $\sin \left(2 \mu_{1}+\psi_{1}\right)=1$, $\sin \left(2 \mu_{2}+\psi_{2}\right)=1$. Next, we need to maximize the expression (5.2.21) in $\vartheta$. It is clear that this expression reaches its extreme values either at $\vartheta=0$ (when the initial conditions are given on the first mode) or at $\vartheta=\pi / 2$ (when the initial conditions are given on the second mode). Let us determine at which of these points the function $f_{m_{1} \text { ax }}$ reaches its maximum value in $\vartheta$. To do this, we write out the values of this function at extreme points:

$$
\begin{array}{ll}
\vartheta=0: & f_{\max _{\mu_{1}, \mu_{2}}}=\frac{1}{p_{10}}\left(\frac{1}{\nu_{1}}+\nu_{1}+\sqrt{1+\nu_{1}^{2}}\right),  \tag{5.2.22}\\
\vartheta=\frac{\pi}{2}: & f_{\max _{\mu_{1}, \mu_{2}}}=\frac{1}{p_{20}}\left(\frac{1}{\nu_{2}}+\nu_{2}+\sqrt{1+\nu_{2}^{2}}\right) .
\end{array}
$$

If $\nu_{1}$ and $\nu_{2}$ are expressed in terms of $\nu$ using the relations (5.2.19), then each of these expressions can be obtained as a function of $\nu$ and $\alpha$. In order to compare the values (5.2.22) with each other, let us write down their simplified representations. Thus, for $\nu \rightarrow 0$ we have

$$
\begin{equation*}
f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=0) \approx \frac{1}{\eta_{1} \nu}+\frac{1}{p_{10}}, \quad f_{\max _{1}, \mu_{2}}\left(\vartheta=\frac{\pi}{2}\right) \approx \frac{1}{\eta_{2} \nu}+\frac{1}{p_{20}}, \tag{5.2.23}
\end{equation*}
$$

while for $\nu \rightarrow \infty$ it will be
where the formulas (2.5.14) are taken into account. Since $p_{10}<p_{20}, \eta_{1}<\eta_{2}$, we

while at $\nu \rightarrow \infty$ we already have $f_{\max _{1}, \mu_{2}}(\vartheta=0)<f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=\pi / 2)$. This means that the equation $\left.f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=0)=f_{\max _{1}\left(\mu_{2}\right.} \vartheta^{\mu_{1}, \mu_{2}}=\pi / 2\right)$ has for any value $\alpha$ on the interval $0<\nu<\infty$ at least one real root, which can be determined using numerical procedures. A numerical study shows that such a root $\nu_{*}$ is unique for any $\alpha$.

Из этих рассуждений следует, что максимальное значение функции $f_{\mu_{1}, \mu_{2}}$ по $\vartheta$ зависит от величины коэффициента $\nu$ следующим образом:

$$
f \max _{\mu_{1}, \mu_{2}, \vartheta}=\left\{\begin{array}{cc}
\frac{1}{p_{10}}\left(\frac{1}{\nu_{1}}+\nu_{1}+\sqrt{1+\nu_{1}^{2}}\right), & 0<\nu \leq \nu_{*}  \tag{5.2.25}\\
\frac{1}{p_{20}}\left(\frac{1}{\nu_{2}}+\nu_{2}+\sqrt{1+\nu_{2}^{2}}\right), & \nu>\nu_{*}
\end{array} .\right.
$$

It remains to find the minimum value of the function (5.2.25) in $\nu$. To do this, we first determine the extremum points of each of the functions (5.2.22) on the interval $0<\nu<\infty$. Since $f_{m_{1}, \mu_{2}}$ at $\vartheta=0$ is a function of the variable $\nu_{1}$, then to find its extremum point, it suffices to calculate its derivative by this variable and equate the resulting expression to zero. As a result, after a series of transformations, we will have:

$$
\begin{equation*}
\nu_{1}^{4}+\nu_{1}^{2}-1=0, \quad \nu_{1}=\sqrt{\frac{\sqrt{5}-1}{2}}, \quad \nu_{* 1}=\frac{p_{10}}{\eta_{1}} \nu_{1}=\frac{p_{10}}{\eta_{1}} \sqrt{\frac{\sqrt{5}-1}{2}} . \tag{5.2.26}
\end{equation*}
$$

Similarly, we determine the extremum point of the function $f_{\max _{1}, \mu_{2}}$ at $\vartheta=\pi / 2$ :

$$
\begin{equation*}
\nu_{2}^{4}+\nu_{2}^{2}-1=0, \quad \nu_{2}=\sqrt{\frac{\sqrt{5}-1}{2}}, \quad \nu_{* 2}=\frac{p_{20}}{\eta_{2}} \nu_{2}=\frac{p_{20}}{\eta_{2}} \sqrt{\frac{\sqrt{5}-1}{2}} \tag{5.2.27}
\end{equation*}
$$

Let us plot the dependencies of $\nu_{*}, \nu_{* 1}$ and $\nu_{* 2}$ on the angle $\alpha$ on one graph (Fig. 5.6). It is easy to see that for any value $\alpha$ we will have $\nu_{* 2}<\nu_{*}<\nu_{* 1}$. This means that the value $\nu_{* 1}$ does not fall within the interval $0<\nu \leq \nu_{*}$ and the value $\nu_{* 2}$ does not fall within the interval $\nu>\nu_{*}$. Therefore, the graph of the function (5.2.25) over the entire interval $0<\nu<\infty$ can be schematically represented as follows (Fig. 5.7). In this case, the necessary segments of the functions are highlighted by solid lines, and the extraneous ones are dotted. It is clear from this that the minimum of the function $f_{\mu_{1}, \mu_{2}, \vartheta}$ is reached exactly at $\nu=\nu_{*}$, and this extremum is sharp, as it was when considering the optimization criterion based on the degree of stability. We note that at the point $\nu=\nu_{*}$ both values in (5.2.22)


Fig. 5.6. Graph dependencies of values $\nu_{* 2}, \nu_{*}$ и $\nu_{* 1}$ on angle $\alpha$


Fig. 5.7. Graph dependence of $f_{\max _{1}, \mu_{2}, \vartheta}$ on $\nu$
are equal, so if we return to the formula (5.2.21), we can see that for a given value $\nu$ it will not depend on $\vartheta$, since the equal factor can be taken out of the bracket, and $\cos ^{2} \vartheta+\sin ^{2} \vartheta=1$. The left branch of the graph shown in Fig. 5.7 corresponds to the value $\vartheta=\pi / 2$, and the right branch corresponds to the value $\vartheta=0$. At the found optimal point $\nu=\nu_{*}$, the value $\vartheta$ does not play any role - it can be any value, and the value of the criterion (5.2.21) will not change.

Finally, we write down the specific values $\nu_{*}$ and the corresponding values of criterion $f_{\mu_{1}, \mu_{2}, \vartheta}^{\max }$ in particular cases. Thus, at $\alpha=0$ we find

$$
\begin{equation*}
\nu_{*}=1.5764, \quad f_{\mu_{1}, \mu_{2}, \vartheta}=5.5458, \tag{5.2.28}
\end{equation*}
$$

and at $\alpha=\pi / 2$ we have

$$
\begin{equation*}
\nu_{*}=1.9521, \quad f_{\mu_{1}, \mu_{2}, \vartheta}=4.6577 . \tag{5.2.29}
\end{equation*}
$$

### 5.3. Optimization of Collinear Oscillation Damping

Let us now assume that the oscillations of spatial double pendulum are damped by means of collinear braking, i.e., it is active. Based on the same optimization criteria as for the case of passive oscillation suppression, let us determine the optimal values of the parameter $\gamma<0$ (or the corresponding value $\delta=\gamma / 2$ ).

1. Degree of stability. As before, we first consider a criterion based on the degree of stability and discuss the behavior of the dimensionless roots of the characteristic equation $\kappa=\lambda / k$, referring to the formulas (4.3.5). It is easy to understand that the root hodograph here will have the same form as in Fig. 5.3, however, the movement of the roots when changing the coefficient $\sigma=\delta / k$ now occurs differently on it. So, at $\sigma=0$ all four roots lie on the imaginary axis. When $\sigma$ decreases in the range $-p_{10}<\sigma<0$, the roots move along semicircles (5.2.1), while being on the same vertical. At $\sigma=-p_{10}$, the roots $\kappa_{1,2}$ merge into one multiple real root, and as $\sigma$ decreases further, they diverge along the real axis in different directions from the merging point. The pair of roots $\kappa_{3,4}$ in the range $-p_{20}<\sigma<-p_{10}$ continues to move along their semicircle, until at $\sigma=-p_{20}$ they merge into a multiple root, after which, for $\sigma<-p_{20}$, they also diverge along the real axis.

Considering what has been said, it is possible to plot the graph dependencies of the modules of the real parts of all four roots of the characteristic equation in a dimensionless variant (Fig. 5.8). As before, the solid lines here highlight sections corresponding to the root closest to the imaginary axis, which determines the dimensionless degree of stability $\Delta / k$. We emphasize additionally that, in contrast to the case of viscous damping considered above, here for $\sigma<-p_{20}$ the curve $\left|\operatorname{Re} \kappa_{2}\right|=-\sigma-\sqrt{\sigma^{2}-p_{10}^{2}}$ lies below the curve $\left|\operatorname{Re} \kappa_{4}\right|=-\sigma-\sqrt{\sigma^{2}-p_{20}^{2}}$, and this is obvious because $p_{10}<p_{20}$. It is clear that in the problem under study the maximum degree of stability is reached at the point when the roots $\kappa_{1,2}$ merge, i.e., under the condition that they are multiplicity. Thus, we obtain the optimal value


Fig. 5.8. Graph dependence of the dimensionless degree of stability $\Delta / k$ on $\sigma$
$\sigma_{*}$ and the maximum degree of stability corresponding to it in the dimensionless version:

$$
\begin{equation*}
\sigma_{*}=-p_{10}, \quad \frac{\Delta_{\max }}{k}=p_{10} . \tag{5.3.1}
\end{equation*}
$$

Therefore, the dependence of $\sigma_{*}$ on the angle $\alpha$ completely repeats the dependence of the first frequency on this angle, shown in Fig. 2.6, and therefore the value of $\sigma_{*}$ is practically independent of the angle $\alpha$. It is clear that for $-p_{10} \leq \sigma<0$ the dimensionless degree of stability is determined by the real part of the complex conjugate roots $\kappa_{1,2}$, and after this point, by the smaller modulus of these roots
$\kappa_{2}$ which are already real:

$$
\frac{\Delta}{k}=\left\{\begin{array}{c}
-\sigma, \quad-p_{10} \leq \sigma<0  \tag{5.3.2}\\
-\sigma-\sqrt{\sigma^{2}-p_{10}^{2}}, \quad \sigma<-p_{10}
\end{array} .\right.
$$

However, two important things should be kept in mind here. First, as mentioned above, in the case of a multiple root, one of the functions in the fundamental system of solutions has the form $t e^{-k_{10} t}$. This function grows at small times, although it decays at $t \rightarrow \infty$, and, nevertheless, it is hardly advisable to have such a component of the solution if we are talking about optimal oscillation damping [76]. Secondly, the left part of the graph shown in Fig. 5.8 has a vertical tangent at the point $\sigma=-p_{10}$. This means that even the slightest error in the value $\sigma$ in the smaller direction can lead to a sharp drop in the degree of stability. It follows from this that if we are guided by a criterion based on the degree of stability, then it is best to choose in practice the value $\sigma_{*}$ slightly larger than the value $-p_{10}$ so that it is located on the linear section of the graph. In this case, both of these disadvantages will be eliminated: there will be no multiple roots, and an error in the value $\sigma$ will lead to exactly the same error in the value $\Delta / k$.
2. Energy-time criterion. Turning now to the integral criterion (5.1.2) without stopping again on transformations, we arrive at the following expression for this criterion after completely analogous actions:

$$
\begin{align*}
F=\frac{E_{0}}{2}\left[\frac { \operatorname { c o s } ^ { 2 } \vartheta } { k _ { 1 0 } } \left(\frac{1}{\sigma_{1}}\right.\right. & \left.+\sigma_{1}+\sigma_{1} \cos 2 \mu_{1}+\sin 2 \mu_{1}\right)+  \tag{5.3.3}\\
& \left.+\frac{\sin ^{2} \vartheta}{k_{20}}\left(\frac{1}{\sigma_{2}}+\sigma_{2}+\sigma_{2} \cos 2 \mu_{2}+\sin 2 \mu_{2}\right)\right],
\end{align*}
$$

where the dimensionless coefficients $\sigma_{1}$ and $\sigma_{2}$ are also introduced, which are related to $\sigma$ by the formulas:

$$
\begin{equation*}
\sigma_{1}=-\frac{\delta}{k_{10}}=-\frac{\sigma}{p_{10}}, \quad \sigma_{2}=-\frac{\delta}{k_{20}}=-\frac{\sigma}{p_{20}} . \tag{5.3.4}
\end{equation*}
$$

It can be seen that the expression (5.3.3) coincides with (5.2.18) up to notation, but the dependence of the coefficients $\sigma_{1}$ and $\sigma_{2}$ on $\sigma$ according to the expression (5.3.4) is fundamentally different from how $\nu_{1}$ and $\nu_{2}$ previously depended on $\nu$ in (5.2.19). Therefore, it makes sense to proceed further in more detail.

Discarding in (5.3.3) the insignificant constant factor $E_{0} /(2 k)$ and finding the maximum value of the resulting expression in $\mu_{1}$ and $\mu_{2}$

$$
\begin{equation*}
f_{\max _{1}, \mu_{2}}=\frac{\cos ^{2} \vartheta}{p_{10}}\left(\frac{1}{\sigma_{1}}+\sigma_{1}+\sqrt{1+\sigma_{1}^{2}}\right)+\frac{\sin ^{2} \vartheta}{p_{20}}\left(\frac{1}{\sigma_{2}}+\sigma_{2}+\sqrt{1+\sigma_{2}^{2}}\right), \tag{5.3.5}
\end{equation*}
$$

we see that, as before, it reaches an extremum in $\vartheta$ at the points $\vartheta=0$ and $\vartheta=\pi / 2$. Comparing the values of the function $f_{\substack{\max \\ \mu_{1}, \mu_{2}}}$ at these points

$$
\begin{array}{ll}
\vartheta=0: & f_{\mu_{1}, \mu_{2}}=\frac{1}{p_{10}}\left(\frac{1}{\sigma_{1}}+\sigma_{1}+\sqrt{1+\sigma_{1}^{2}}\right),  \tag{5.3.6}\\
\vartheta=\frac{\pi}{2}: & f_{m_{1}, \mu_{2}}=\frac{1}{p_{20}}\left(\frac{1}{\sigma_{2}}+\sigma_{2}+\sqrt{1+\sigma_{2}^{2}}\right),
\end{array}
$$

and taking into account the expressions (5.3.4), it is easy to establish that

$$
\begin{align*}
& f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=0)=-\frac{1}{\sigma}-\frac{\sigma}{p_{10}^{2}}+\frac{1}{p_{10}} \sqrt{1+\frac{\sigma^{2}}{p_{10}^{2}}}  \tag{5.3.7}\\
& f_{\max _{\mu_{1}, \mu_{2}}}\left(\vartheta=\frac{\pi}{2}\right)=-\frac{1}{\sigma}-\frac{\sigma}{p_{20}^{2}}+\frac{1}{p_{20}} \sqrt{1+\frac{\sigma^{2}}{p_{20}^{2}}} .
\end{align*}
$$

It is easy to see from here that the maximum value of the function $f_{\max _{\mu_{1}, \mu_{2}}}$ in $\vartheta$ is reached at $\vartheta=0$ for any value $\sigma$, since $p_{20}>p_{10}$. It remains to minimize the expression

$$
\begin{equation*}
f_{\mu_{1}, \mu_{2}, \theta}=\frac{1}{p_{10}}\left(\frac{1}{\sigma_{1}}+\sigma_{1}+\sqrt{1+\sigma_{1}^{2}}\right) \tag{5.3.8}
\end{equation*}
$$

in $\sigma$ (or, more simply, in $\sigma_{1}$ ). Differentiating (5.3.8) by $\sigma_{1}$ and equating the derivative to zero, we get:

$$
\begin{equation*}
\sigma_{1}^{4}+\sigma_{1}^{2}-1=0, \quad \sigma_{1}=\sqrt{\frac{\sqrt{5}-1}{2}}=-\frac{\sigma_{*}}{p_{10}} . \tag{5.3.9}
\end{equation*}
$$

Thus, the optimal value $\sigma$ is determined by the expression:

$$
\begin{equation*}
\sigma_{*}=-\sqrt{\frac{\sqrt{5}-1}{2}} p_{10} \approx-0.7862 p_{10} . \tag{5.3.10}
\end{equation*}
$$

The resulting optimal value is closely related to the famous "golden section", which often occurs when solving a wide variety of optimization problems. In particular, a similar result takes place in the problem of the damping optimization
of a single-link manipulator, i.e., a system with one degree of freedom (when the collinear control action is actually identical to viscous friction), where the same optimization criterion was used [76]. In addition, the presented method for finding the optimal collinear damping parameter can be generalized to the case of a mechanical system with an arbitrary finite number of degrees of freedom [68]. Finally, we also calculate the value of the criterion $f_{\mu_{1}, \mu_{2}, \vartheta}$ at the found point, which we will need later:

$$
\begin{equation*}
f_{\mu_{\mu_{1}, \mu_{2}, \vartheta}}=\frac{\sqrt{11+5 \sqrt{5}}}{p_{10} \sqrt{2}} \approx \frac{3.3302}{p_{10}} \tag{5.3.11}
\end{equation*}
$$

### 5.4. Comparison of Optimal Parameters of Passive and Active Oscillation Damping

Let us proceed to a comparison of the obtained results for passive and active damping of oscillations of spatial double pendulum. First, we plot the dependencies of the values $\nu_{*}$ and $\sigma_{*}$ on the angle $\alpha$, obtained by studying both optimization criteria. Herewith, to avoid confusion, we supplement the designations of these values with indices showing their belonging to a certain criterion: $(1)$ - criterion based on the degree of stability, (2) - energy-time criterion. These dependencies are shown in Figs 5.9 and 5.10 respectively.

It can be seen that for both cases of damping there are differences in the optimal values obtained in the study of various optimization criteria, but their scatter is not too significant. Therefore, it is possible to estimate in what range it is most advantageous to choose the parameters $\nu$ and $\sigma$ in order to ensure the extreme properties of the considered criteria. Wherein, it is easy to understand that in the case of optimal passive damping, according to both criteria, the motion of the system is oscillatory-aperiodic, i.e., $\nu_{20}<\nu_{*}<\nu_{10}$ for any angle $\alpha$ : roots $\kappa_{1,2}$ are complex conjugate, and roots $\kappa_{3,4}$ are real. This means that the first mode is damped rather slowly and retains an oscillatory character, while the second form is strongly damped, and instead of oscillations on it, aperiodic damping takes place. In the case of optimal active damping according to both criteria, the character of the damping of the modes is oscillatory (of course, provided that the optimal value according to the criterion based on the degree of stability is taken


Fig. 5.9. Graph dependencies of values
$\nu_{*}^{(1)}$ and $\nu_{*}^{(2)}$ on angle $\alpha$


Fig. 5.11. Graph dependence of value $\beta^{(1)}$ on angle $\alpha$


Fig. 5.12. Graph dependence of value $\beta^{(2)}$ on angle $\alpha$
in practice slightly to the right of the maximum point).
To assess the advantages of the active method of oscillation damping over the passive one, we plot the dependence of the ratio $\beta^{(1)}$ of the degree of stability at the optimal value $\sigma=\sigma_{*}^{(1)}$ in the case of active damping to the degree of stability at the optimal value $\nu=\nu_{*}^{(1)}$ in the case of passive damping on the angle $\alpha$. In addition, referring to the integral criterion, we consider its values at the optimal points $\sigma=\sigma_{*}^{(2)}$ and $\nu=\nu_{*}^{(2)}$, which give the best result in the worst case for active and passive damping respectively, and also plot their ratio $\beta^{(2)}$. These graphs are shown in Figs 5.11 and 5.12 respectively. It can be seen that $\beta^{(1)}>1$ and $\beta^{(2)}<1$, as expected. In this case, active damping makes it possible to significantly increase the maximum degree of stability in comparison with the passive damping variant, while the gain in the value of the energy-time indicator is not so tangible.

### 5.5. Optimization of Collinear Oscillation Damping in Presence of Viscous Damping

In conclusion, we consider the situation when the system already has some given damping in both joints with a dimensionless dissipative coefficient $\nu$. Let us find out how the parameters of the active collinear action should be chosen in order to improve the damping processes of the movements of a double pendulum. It is clear that in this case the roots of the characteristic equation in the dimensionless version will be determined by the formulas (4.5.19). As before, we analyze both criteria and determine the dependence of the optimal value $\sigma_{*}$ according to these criteria on $\nu$.

1. Degree of stability. It is easy to see that for $\nu$ not exceeding some value $\nu_{* *}$, it will still be possible to merge the roots $\kappa_{1,2}$, as this was also true at $\nu=0$, and the roots $\kappa_{3,4}$ will then be to the left of these roots. Then the maximum dimensionless degree of stability will be equal to $\Delta_{*} / k=p_{10}$, and the value $\sigma_{*}$ corresponding to it will be determined by the condition:

$$
\begin{equation*}
\sigma-\eta_{1} \nu=-p_{10}, \quad \sigma_{* 1}(\nu)=-p_{10}+\eta_{1} \nu, \tag{5.5.1}
\end{equation*}
$$

and everything said earlier in Sect. 5.3 about multiple roots also applies to it. However, if $\nu$ exceeds the value $\nu_{* *}$, then this situation will no longer be possible, since the root $\kappa_{4}$, when $\sigma$ decreases, will lie on the same vertical with the roots $\kappa_{1,2}$ before they merge into one multiple root. This situation is similar to the case that took place in Sect. 5.2. The real part of these three roots will determine the maximum degree of stability. Therefore, in this case, the value $\sigma_{*}$ is determined from the equation:

$$
\begin{equation*}
\sigma-\eta_{1} \nu=\sigma-\eta_{2} \nu+\sqrt{\left(\sigma-\eta_{2} \nu\right)^{2}-p_{20}^{2}}, \tag{5.5.2}
\end{equation*}
$$

and resolving it with respect to $\sigma$, we find the required value:

$$
\begin{equation*}
\sigma_{* 2}(\nu)=\eta_{2} \nu-\sqrt{\left(\eta_{2}-\eta_{1}\right)^{2} \nu^{2}+p_{20}^{2}} . \tag{5.5.3}
\end{equation*}
$$

Equating the expressions (5.5.1) and (5.5.3), after solving the resulting equation, we find the boundary value $\nu_{* *}$ :

$$
\begin{equation*}
\nu_{* *}=\frac{p_{20}^{2}-p_{10}^{2}}{2 p_{10}\left(\eta_{2}-\eta_{1}\right)} . \tag{5.5.4}
\end{equation*}
$$

It is easy to understand that at $\nu=\nu_{* * *}$ the maximum degree of stability will correspond to the case when the three roots are the same. Combining now the expressions (5.5.1) and (5.5.3), we get that the optimal value $\sigma_{*}$ is given by the following formula:

$$
\sigma_{*}(\nu)=\left\{\begin{array}{c}
-p_{10}+\eta_{1} \nu, \quad 0<\nu \leq \nu_{* *}  \tag{5.5.5}\\
\eta_{2} \nu-\sqrt{\left(\eta_{2}-\eta_{1}\right)^{2} \nu^{2}+p_{20}^{2}}, \quad \nu>\nu_{* *}
\end{array} .\right.
$$

It can be seen that this expression vanishes at $\nu=\nu_{*}$, determined from (5.2.3), i.e., when the viscous damping coefficient is taken according to the optimal variant. As expected, it will be impossible in this situation to improve the degree of stability by introducing collinear control. It is important to emphasize here that at $\nu>\nu_{*}$ the value of $\sigma_{*}$ becomes positive, and this indicates that in this case the collinear control should be overclocked. However, the combined effect of damping and collinear control has the effect of oscillation suppressing, since it is easy to see that in this case from (5.5.5) it follows that $\sigma_{*}<\eta_{1} \nu$, and according to the diagram presented in Fig. 4.14, this zone that is responsible for damping the
system movements. Moreover, $\sigma_{*}$ as $\nu \rightarrow \infty$ tends from below to the oblique asymptote $\sigma_{*}=\eta_{1} \nu$. We note that we can write the approximate character of the dependence (5.5.5) for large values $\nu$ :

$$
\begin{align*}
& \sigma_{*}(\nu)=\eta_{2} \nu-\left(\eta_{2}-\eta_{1}\right) \nu \sqrt{1+\frac{p_{20}^{2}}{\left(\eta_{2}-\eta_{1}\right)^{2} \nu^{2}}} \approx  \tag{5.5.6}\\
& \approx \eta_{1} \nu-\frac{p_{20}^{2}}{2\left(\eta_{2}-\eta_{1}\right) \nu}+\frac{p_{20}^{4}}{8\left(\eta_{2}-\eta_{1}\right)^{3} \nu^{3}}
\end{align*}
$$

At last, we obtain an expression for the dimensionless degree of stability corresponding to the optimal choice of the value $\sigma_{*}$ according to (5.5.5), depending on the value $\nu$. It is clear that for any $\nu$ from the range $0<\nu \leq \nu_{* *}$, by proper selection of $\sigma$, one can ensure the maximum possible value of the dimensionless degree of stability, equal to $p_{10}$, when the roots $\kappa_{1,2}$ are multiples. If $\nu>\nu_{* *}$, then the maximum degree of stability in the dimensionless version will correspond to the coincidence of the real parts of the three roots, which in absolute value according to (5.5.2) and (5.5.3) are $\eta_{1} \nu-\sigma_{* 2}=-\left(\eta_{2}-\eta_{1}\right) \nu+\sqrt{\left(\eta_{2}-\eta_{1}\right)^{2} \nu^{2}+p_{20}^{2}}$. Naturally, this value will decrease as $\nu$ increases. Combining the obtained expressions, we will have:

$$
\frac{\Delta_{*}}{k}=\left\{\begin{array}{c}
p_{10}, \quad 0<\nu \leq \nu_{* *}  \tag{5.5.7}\\
-\left(\eta_{2}-\eta_{1}\right) \nu+\sqrt{\left(\eta_{2}-\eta_{1}\right)^{2} \nu^{2}+p_{20}^{2}}, \quad \nu>\nu_{* *}
\end{array} .\right.
$$

The graph dependence of $\Delta_{*} / k$ on $\nu$ when choosing the optimal value $\sigma_{*}$ is shown in Fig. 5.13.
2. Energy-time criterion. Turning to the study of the integral criterion for the problem under consideration, it is easy to understand that the expression for it, by analogy with (5.2.18) and (5.3.3), will have the following form:

$$
\begin{align*}
F=\frac{E_{0}}{2} & {\left[\frac{\cos ^{2} \vartheta}{k_{10}}\left(\frac{1}{\nu_{1}+\sigma_{1}}+\nu_{1}+\sigma_{1}+\left(\nu_{1}+\sigma_{1}\right) \cos 2 \mu_{1}+\sin 2 \mu_{1}\right)+\right.}  \tag{5.5.8}\\
& \left.+\frac{\sin ^{2} \vartheta}{k_{20}}\left(\frac{1}{\nu_{2}+\sigma_{2}}+\nu_{2}+\sigma_{2}+\left(\nu_{2}+\sigma_{2}\right) \cos 2 \mu_{2}+\sin 2 \mu_{2}\right)\right],
\end{align*}
$$

where the old designations (5.2.19) for $\nu_{s}$ and (5.3.4) for $\sigma_{s}$ are retained. Again discarding the constant factor $E_{0} /(2 k)$, we immediately write down the maximum


Fig. 5.13. Dimensionless degree of stability depending on $\nu$ when choosing the optimal value $\sigma_{*}$
value of the resulting expression in $\mu_{1}$ and $\mu_{2}$ :

$$
\begin{align*}
f_{\mu_{1}, \mu_{2}}=\frac{\cos ^{2} \vartheta}{p_{10}}( & \left.\frac{1}{\nu_{1}+\sigma_{1}}+\nu_{1}+\sigma_{1}+\sqrt{1+\left(\nu_{1}+\sigma_{1}\right)^{2}}\right)+  \tag{5.5.9}\\
& +\frac{\sin ^{2} \vartheta}{p_{20}}\left(\frac{1}{\nu_{2}+\sigma_{2}}+\nu_{2}+\sigma_{2}+\sqrt{1+\left(\nu_{2}+\sigma_{2}\right)^{2}}\right) .
\end{align*}
$$

As before, the next step is to understand which of the expressions is greater:

$$
\begin{array}{ll}
\vartheta=0: & f_{\max _{1}, \mu_{2}}=\frac{1}{p_{10}}\left(\frac{1}{\nu_{1}+\sigma_{1}}+\nu_{1}+\sigma_{1}+\sqrt{1+\left(\nu_{1}+\sigma_{1}\right)^{2}}\right),  \tag{5.5.10}\\
\vartheta=\frac{\pi}{2}: & f_{\max _{\mu_{1}, \mu_{2}}}=\frac{1}{p_{20}}\left(\frac{1}{\nu_{2}+\sigma_{2}}+\nu_{2}+\sigma_{2}+\sqrt{1+\left(\nu_{2}+\sigma_{2}\right)^{2}}\right) .
\end{array}
$$

It was established above that at $\nu=0$ we have $f_{\max _{\mu_{1}, \mu_{2}}(\vartheta=0)>f_{\substack{\max _{1}, \mu_{2}}}(\vartheta=\pi / 2), ~(\vartheta)}$ for any value of $\sigma$. To find out the behavior of these functions at $\nu \neq 0$, we write their approximate expressions at $\sigma \rightarrow-\infty$ :
and for the first of them, also when $\sigma$ approaches another boundary $\sigma=\eta_{1} \nu$, which is the boundary of the motion damping zone in the regime diagram in Fig. 5.13:

$$
\begin{equation*}
f_{\max _{\mu_{1}, \psi_{2}}}(\vartheta=0) \approx \frac{1}{\eta_{1} \nu-\sigma}+\frac{1}{p_{10}}, \tag{5.5.12}
\end{equation*}
$$

while $f_{\mu_{1}, \psi_{2}}(\vartheta=\pi / 2)$ tends to a finite limit as $\sigma \rightarrow \eta_{1} \nu$. It is easy to see that for both cases $\sigma \rightarrow-\infty$ and $\sigma \rightarrow \eta_{1} \nu$ we have $f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=0)>f_{\max _{\mu_{1}, \nu_{2}}(\vartheta=\pi / 2) \text {. }}^{(\vartheta)}$ It is clear that as $\nu$ increases from 0 to some boundary value $\nu_{* *}$, the graphs of these functions will still have no common points, so that $f_{\mu_{1}, \mu_{2}}(\vartheta=0)$ will be the largest of the specified two values. Its minimization, as it is easy to understand, leads to the following value $\sigma_{*}$ in the investigated range:

$$
\begin{equation*}
\sigma-\eta_{1} \nu=-\sqrt{\frac{\sqrt{5}-1}{2}} p_{10}, \quad \sigma_{* 1}(\nu)=-\sqrt{\frac{\sqrt{5}-1}{2}} p_{10}+\eta_{1} \nu . \tag{5.5.13}
\end{equation*}
$$

As $\nu$ increases, at some point the two curves $f_{\max _{\mu_{1}, \nu_{2}}}(\vartheta=0)$ and $f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=\pi / 2)$ will touch. However, the boundary situation corresponding to the value $\nu_{* *}$ is not the case of tangency, but the case of intersection of these curves at the extremum point of the curve $f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=0)$, because it has been still the minimum point of the function $f_{\mu_{1}, \mu_{2}, \theta}$. To determine this point, it is enough to solve the equation $f_{m_{\mu_{1}, \mu_{2}}}(\vartheta=0)=f_{\max _{\mu_{1}, \mu_{2}}(\vartheta=\pi / 2) \text { taking into account representations (5.5.10) and }}$ substituting the expression (5.5.13) into it. Numerical investigation allows to find the dependence $\nu_{* *}(\alpha)$. Turning to the analysis of the case $\nu>\nu_{* *}$, we note first that the function $f_{\max _{1, \mu_{2}}}(\vartheta=\pi / 2)$ in the range $\sigma<\eta_{1} \nu$ will be decreasing, since its extremum point

$$
\begin{equation*}
\sigma=-\sqrt{\frac{\sqrt{5}-1}{2}} p_{20}+\eta_{2} \nu \tag{5.5.14}
\end{equation*}
$$

will not fall into the interval of interest to us, being greater than the value $\eta_{1} \nu$. Indeed, using numerical methods for solving algebraic equations, it can be established that if this point is located on the boundary $\sigma=\eta_{1} \nu$, which is realized at

$$
\begin{equation*}
\nu=\sqrt{\frac{\sqrt{5}-1}{2}} \frac{p_{20}}{\eta_{2}-\eta_{1}}, \tag{5.5.15}
\end{equation*}
$$

then the equation $f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=0)=f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=\pi / 2)$ will not have solutions for any
 Then in the range $\nu>\nu_{* *}$, due to the decrease of the function $f_{\max _{\mu_{1}, \mu_{2}}(\vartheta=\pi / 2)}$ on the interval under study, these curves will have two intersection points, and the minimum of the function $f_{\mu_{1}, \mu_{2}, v}$ is the intersection point $\sigma_{* 2}$, which lies closer to the right boundary of the interval. This situation is shown in Fig. 5.14, where dependence $f_{\mu_{1} \max _{1,2, v}}$ is marked by a solid line, and the extraneous sections are marked by a dotted line.


Fig. 5.14. Graph dependence of $f \max _{\mu_{1}, \mu_{2}, \vartheta}$ on $\sigma$ at given value $\nu>\nu_{* *}$

It is easy to understand that with increase in $\nu$ at $\nu=\nu_{*}$ this point will be $\sigma_{* 2}=0$, since when $\nu$ is chosen according to the optimal variant based on the energy-time criterion it will be impossible to improve this indicator. Indeed, if we look at the equation $f_{\max _{\mu_{1}, \mu_{2}}}(\vartheta=0)=f_{\max _{\mu_{1}, \nu_{2}}}(\vartheta=\pi / 2)$ taking into account the representations (5.5.10), it is easy to see that it is satisfied precisely at $\nu=\nu_{*}$ and $\sigma=0$, since the value $\nu_{*}$ was obtained earlier from exactly the same equation, in which $\sigma$ was missing, so that the expressions (5.5.10) in this situation completely turn into (5.2.22). With a subsequent increase in $\nu$, we already have $\sigma_{* 2}>0$, and $\sigma_{* 2} \rightarrow \eta_{1} \nu$ at $\nu \rightarrow \infty$. To determine an approximate expression for the point $\sigma_{* 2}$ for large values of $\nu$, we return to the equation $f_{\mu_{1}, \mu_{2}}(\vartheta=0)=f_{\mu_{\mu_{1}, \mu_{2}}}(\vartheta=\pi / 2)$ from which it is found, and set

$$
\begin{equation*}
\sigma_{* 2}=\eta_{1} \nu+\frac{A}{\nu}+\frac{B}{\nu^{2}}, \tag{5.5.16}
\end{equation*}
$$

where $A$ and $B$ are undefined coefficients. Substituting the expression (5.5.16) into the equation $f_{\substack{\max \\ \mu_{1}, \mu_{2}}}(\vartheta=0)=f_{\max ^{\mu_{1}, \mu_{2}}}(\vartheta=\pi / 2)$, we retain in its left and right sides only the main terms at $\nu \rightarrow \infty$ corresponding to their oblique asymptotes.

Then we get that

$$
\begin{equation*}
-\frac{1}{A} \nu+\frac{B}{A^{2}}+\frac{1}{p_{10}}=\frac{2\left(\eta_{2}-\eta_{1}\right)}{p_{20}^{2}} \nu . \tag{5.5.17}
\end{equation*}
$$

Equating the coefficients in this expression at the same powers $\nu$, we find the values $A$ and $B$ :

$$
\begin{equation*}
A=-\frac{p_{20}^{2}}{2\left(\eta_{2}-\eta_{1}\right)}, \quad B=-\frac{A^{2}}{p_{10}}=-\frac{p_{20}^{4}}{4\left(\eta_{2}-\eta_{1}\right)^{2} p_{10}} . \tag{5.5.18}
\end{equation*}
$$

Therefore, the approximate character of the dependence of value $\sigma_{* 2}$ on $\nu$ according to (5.5.16) will take the form:

$$
\begin{equation*}
\sigma_{* 2}(\nu) \approx \eta_{1} \nu-\frac{p_{20}^{2}}{2\left(\eta_{2}-\eta_{1}\right) \nu}-\frac{p_{20}^{4}}{4\left(\eta_{2}-\eta_{1}\right)^{2} p_{10} \nu^{2}} . \tag{5.5.19}
\end{equation*}
$$

Comparing the formulas (5.5.6) and (5.5.19), we can make an important conclusion that the curve corresponding to the maximum degree of stability at large $\nu$ is located higher than the curve corresponding to the minimum of the integral criterion, and in the limit at $\nu \rightarrow \infty$ they have the same oblique asymptote $\sigma_{*}=\eta_{1} \nu$. In this case, not only the first terms corresponding to the oblique asymptote coincide in these approximate expressions, but also the second terms, which are inversely proportional to $\nu$. Therefore, we can conclude that in a wide range of sufficiently large values $\nu$, both optimization criteria will lead to almost identical results.

Thus, the optimal value $\sigma_{*}$ is determined by the expression:

$$
\sigma_{*}(\nu)=\left\{\begin{array}{c}
-\sqrt{\frac{\sqrt{5}-1}{2}} p_{10}+\eta_{1} \nu, \quad 0<\nu \leq \nu_{* *} .  \tag{5.5.20}\\
\sigma_{* 2}, \quad \nu>\nu_{* *}
\end{array}\right.
$$

It remains only to obtain an expression for $f_{\max _{1}, \mu_{2}, \theta}$ depending on $\nu$ when choosing the optimal value of $\sigma_{*}$ according to (5.5.20). In the range $0<\nu \leq \nu_{* *}$ this value will be equal to $f_{\max _{\mu_{1}, x_{2}}}(\vartheta=0)$ calculated taking into account (5.5.13), which leads to the expression (5.3.11). Of course, this can also be understood from elementary considerations, since a change in $\nu$ only leads to a parallel horizontally shift of the dependence of the function $f_{\max }^{\mu_{1}, x_{2}}$ ( $(\vartheta=0)$ on $\sigma$ according to (5.5.10), which does not affect its extreme value. Thus, we can ensure by proper selection of $\sigma$ the minimum possible value of $f_{\mu_{1}, \mu_{2}, \theta}$ equal to (5.3.11) in the specified range $\nu$. For
the case $\nu>\nu_{* *}$ the desired value $f_{\mu_{1}, \mu_{2}, \vartheta}$ should be calculated at $\sigma=\sigma_{* 2}$, and it will be already greater than (5.3.11). As a result, we find the desired dependence

$$
f_{\mu_{1}, \psi_{2}, v}=\left\{\begin{array}{cl}
\frac{\sqrt{11+5 \sqrt{5}}}{p_{10} \sqrt{2}}, & 0<\nu \leq \nu_{* *}  \tag{5.5.21}\\
f_{\mu_{1}, \mu_{2}, \theta}\left(\sigma_{* 2}\right), & \nu>\nu_{* *}
\end{array},\right.
$$

which is shown in Fig. 5.15.


Fig. 5.15. Graph dependence $f_{\mu_{1}, \mu_{2}, v^{*}}$ on $\nu$ when choosing the optimal value $\sigma_{*}$

Turning now to the evaluation of the obtained results, let us discuss the dependencies $\sigma_{*}$ on $\nu$ obtained by the formulas (5.5.6) and (5.5.20) and corresponding to two different optimization criteria. To do this, we first turn to the characteristic values $\nu_{*}$ and $\nu_{* *}$, obtained in the study of each criterion, and plot these dependencies on the angle $\alpha$ (Fig. 5.16). As before, these values are here provided with indexes indicating their belonging to a certain criterion: (1) - criterion based on the degree of stability, (2) - energy-time criterion.

It can be seen that the values $\nu_{*}^{(1)}, \nu_{*}^{(2)}, \nu_{* *}^{(1)}$ and $\nu_{* *}^{(2)}$ in ascending order for any value of the angle $\alpha$ always turns out to be the same, so the graph dependencies of the values $\sigma_{*}^{(1)}$ and $\sigma_{*}^{(2)}$ on $\nu$ will have the form shown in Fig. 5.17. The given curves have quantitative differences, although they are qualitatively very similar. It is interesting to note that there is a point $\nu_{12}$ where both criteria give the same result. Since this point lies in the range $\nu_{* *}^{(1)}<\nu_{12}<\nu_{* *}^{(2)}$, the following equation


Fig. 5.16. Graph dependencies of values $\nu_{* *}^{(1)}, \nu_{12}, \nu_{* *}^{(2)}, \nu_{*}^{(1)}$ and $\nu_{*}^{(2)}$ on angle $\alpha$


Fig. 5.17. Graph dependencies of values $\sigma_{*}^{(1)}$ и $\sigma_{*}^{(2)}$ on $\nu$
should be written to determine it:

$$
\begin{equation*}
\eta_{2} \nu-\sqrt{\left(\eta_{2}-\eta_{1}\right)^{2} \nu^{2}+p_{20}^{2}}=-\sqrt{\frac{\sqrt{5}-1}{2}} p_{10}+\eta_{1} \nu \tag{5.5.22}
\end{equation*}
$$

Resolving it with respect to $\nu$, we get:

$$
\begin{equation*}
\nu_{12}=\frac{1}{2 \sqrt{2} p_{10}}\left(\sqrt{\sqrt{5}+1} p_{20}^{2}-\sqrt{\sqrt{5}-1} p_{10}^{2}\right) . \tag{5.5.23}
\end{equation*}
$$

The dependence of value $\nu_{12}$ on the angle $\alpha$ is also shown in Fig. 5.16. Thus, for any $\alpha$ the following chain of inequalities holds: $\nu_{* *}^{(1)}<\nu_{12}<\nu_{* *}^{(2)}<\nu_{*}^{(1)}<\nu_{*}^{(2)}$.

In conclusion, it is of interest to evaluate how much the quality indicators improved when collinear control was introduced into the system with the besttuned parameters. First, we plot the ratio $\beta^{(1)}$ of the dimensionless degree of stability $\Delta_{*} / k$ according to (5.5.7) to the dimensionless degree of stability $\Delta / k$ at $\sigma=0$, i.e. according to (5.2.9), on the parameter $\nu$. It is clear that at $\nu=0$ this ratio is equal to $+\infty$, and at $\nu=\nu_{*}^{(1)}$ it reaches a minimum equal to 1 when the collinear control for any parameters cannot improve the degree of stability. Finally, to establish the behavior of this relation at $\nu \rightarrow \infty$, we write approximate representations of the functions under study (5.5.7) and (5.2.9):

$$
\begin{equation*}
\frac{\Delta_{*}}{k} \approx \frac{p_{20}^{2}}{2\left(\eta_{2}-\eta_{1}\right) \nu}, \quad \frac{\Delta}{k} \approx \frac{p_{20}^{2}}{2 \eta_{2} \nu} . \tag{5.5.24}
\end{equation*}
$$

This implies that limit of the function $\beta^{(1)}$ as $\nu \rightarrow \infty$ is equal to $\eta_{2} /\left(\eta_{2}-\eta_{1}\right)>1$. We note that this value will be the greater, the larger the ratio $\eta_{1} / \eta_{2}$, i.e., the closer the angle $\alpha$ to $\pi / 2$. This dependence is shown in Fig. 5.18.

In addition, we plot the dependence of the ratio $\beta^{(2)}$ of the value of the function $f_{\mu_{1}, \mu_{2}, \theta} * \operatorname{according}$ to (5.5.21) in the presence of the best-tuned control to the value of the function $f_{\mu_{1}, \mu_{2}, 9}$ in the absence of control, i.e. according to (5.2.25), on the parameter $\nu$. It is clear that at $\nu=0$ this ratio is equal to zero, and at $\nu=\nu_{*}^{(2)}$ it reaches a maximum equal to 1 , when collinear control cannot improve the value of criterion. Finally, to establish the behavior of this relation at $\nu \rightarrow \infty$, we write simplified representations of the functions (5.5.21) taking into account the approximate expression (5.5.19) and (5.2.25):

$$
\begin{equation*}
f_{\max _{1, \psi_{2}, v} *} \approx \frac{2\left(\eta_{2}-\eta_{1}\right) \nu}{p_{20}^{2}}, \quad f_{\max _{1, \mu_{2}, \vartheta}} \approx \frac{2 \eta_{2} \nu}{p_{20}^{2}} . \tag{5.5.25}
\end{equation*}
$$



Fig. 5.18. Graph dependence of value $\beta^{(1)}$ on $\nu$

Fig. 5.19. Graph dependence of value $\beta^{(2)}$ on $\nu$

This implies that limit of the function $\beta^{(2)}$ as $\nu \rightarrow \infty$ is equal to $\left(\eta_{2}-\eta_{1}\right) / \eta_{2}<1$. Of course, this value is the smaller, the larger the ratio $\eta_{1} / \eta_{2}$, i.e., the closer $\alpha$ is to $\pi / 2$. The mentioned dependence is shown in Fig. 5.19.

### 5.6. Conclusions on Fifth Chapter

In this chapter, questions of optimal oscillation damping of spatial double pendulum were studied. In this case, the possibility of both passive damping (viscous damping) and active damping (collinear control), as well as their joint accounting, was considered. Two optimization criteria were adopted that characterize the efficiency of the attenuation processes of system movements: maximization of the degree of stability and minimization of the energy-time indicator. The main advantages and disadvantages of these criteria were discussed. In the course of the exact solution of the problem within the framework of the linear model, the optimal parameters of each of the damping options were determined as a function of the angle between the joint axes of spatial double pendulum according to both optimization criteria and the results were compared. In addition, visual graphical estimates are given, demonstrating the advantage of active damping.In
conclusion, the problem of cooperative passive and active damping was considered and the optimal values of active damping parameters were obtained for given passive damping parameters, and dependencies illustrating the efficiency of using such parameters were presented. These results clearly demonstrate the expediency of adding appropriate control actions to a dissipative system to ensure the most pronounced processes of attenuation of its motions. The nontrivial structure of the constructed solutions should be emphasized. The obtained conclusions may be of serious practical interest in the study of the dynamic behavior of real two-link manipulators.

## Conclusion

Turning to the final section of the dissertation, we present its main results and draw conclusions, demonstrating once again the close connection between the sections of this work with each other.

The object of the study was a double mathematical pendulum with identical parameters of its links and weights, whose joint axes were assumed not to be collinear to each other. Therefore, the double pendulum became spatial, which significantly affected the complexity of studying its dynamic behavior compared to a simpler version of a flat double pendulum. The main geometric and kinematic relations were obtained, on the basis of which the nonlinear motion equations of the system under consideration were derived, and particular variants of a flat and orthogonal double pendulum were discussed. As a result of a detailed analysis of the linear model, the frequencies and modes of small oscillations were found, and graphical illustrations of their dependencies on the angle between the joint axes were also given. It is shown that viscous friction in articulated joints with identical dissipative coefficients does not violate the modes of free oscillations of the original conservative model and damps the system motions exactly by these modes without distorting their character. In addition, during the study of the dissipative model, the key values describing the attenuation process of the system motions were analyzed and illustrated graphically.

Much attention was paid to the construction of nonlinear oscillation modes both for particular variants of the flat and orthogonal double pendulum, and for the general case of a spatial double pendulum. On the basis of the expressions obtained for the linear model and using asymptotic methods of nonlinear mechanics, approximate analytical solutions were obtained for the system motion on nonlinear oscillation modes in the first approximation for the general case, and for particular variants, due to their simpler character, these formulas were obtained
in second approximation. It was shown that the found expressions are in good agreement with the results of numerical integration of the motion equations. The results of this study were clearly presented in the form of graphs explaining the character of the system motion on nonlinear oscillation mode, namely, graphs dependencies of oscillation frequencies on amplitudes, phase portraits for each generalized coordinate separately, as well as graphs of changes in generalized coordinates and velocities in one oscillation period. All these illustrations show how significantly nonlinear oscillation modes differ from their corresponding linear version, which must be taken into account in the analysis of large oscillations of the system.

A very extensive section of the work is the analysis of controlled motions of a spatial double pendulum. The control moments in the articulated joints were formed with the help of feedback on the principle of collinear control, which takes into account the dynamic features of the system and acts in unison with the generalized inertia forces. With the help of a reasonable combination of analytical and numerical studies, it was shown that such a control at a constant gain makes it possible to direct all the energy supplied to the system only to the evolution of the selected oscillation mode. This means that it is possible to overclock the system for each of its natural modes separately from small and up to sufficiently large amplitudes with preservation the single-frequency character of the motion and a gradual drift of the frequency and mode of the oscillations from the linear version to the nonlinear one. Thus, a clear demonstration of the phenomenon of autoresonance in a system with two degrees of freedom was obtained. Herewith, to bring the system to the mode of nonlinear conservative oscillations close to periodic and corresponding to the desired sufficiently high energy level, it is necessary to turn off the control at the moment when the system reaches this energy. It was noted that the obtained modes in this way are in accordance with the nonlinear oscillation modes constructed earlier. In addition to the collinear control with a constant gain, its useful modification was considered, and it has a variable gain that gradually decreases as the total energy of the system increases and approaches the desired value, the achievement of which is the purpose of the control. This allows to realize more flexible control of the system movement, avoiding abrupt shutdown of control actions and thus ensuring the best quality and smoothness of control processes. Moreover, approximate analytical
expressions for this modification were also obtained, which also agree with the results of numerical integration. Finally, a cooperative account of dissipative and control actions was made, leading to the possibility of implementing a number of motion modes that have their own features and are illustrated using a diagram of modes on the plane of dimensionless dissipative and control parameters.

The last chapter of the work was devoted to determining the optimal parameters of the passive and active damping options for a spatial double pendulum, which are viscous friction and collinear control with a constant gain respectively, whose properties were established in the previous sections. Both the criterion based on the degree of stability and the integral energy-time criterion were taken as optimization criteria characterizing the efficiency of the attenuation processes of system motions, and their advantages and disadvantages were discussed. In the course of solving the optimization problem in the framework of a linear model, the optimal parameters of each of the damping options were first determined by both criteria separately, and then the joint accounting of two damping options was considered and the optimal values of the control coefficient were found for a given value of the dissipative parameter. All the obtained results are displayed graphically and it is shown that the use of different criteria leads to qualitatively similar results, which, however, have some quantitative differences. In addition, the expediency assessment of the additional consideration of appropriately tuned control actions in the dissipative system in order to ensure the most pronounced attenuation processes was made.

Summarizing all the results of this dissertation, we can conclude that the aim stated at its beginning is achieved.
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