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Introduction 

Problems related to determining the conditions for transient processes in 

continuous media, such as fracture or change in the aggregate state, are among the 

most common and important problems in fracture mechanics. For equilibrium 

processes, in the case of a slow change in external conditions, there are traditional 

theoretical approaches and calculation methods that allow finding the critical 

values of the problem parameters that determine the fracture process. However, 

when a continuous medium is subjected to an impact of the shock type, some 

phenomena are observed that do not fit into the framework of traditional 

equilibrium approaches. Thus, the development of new methods that allow 

predicting the threshold characteristics of an external high-speed impact that will 

initiate transient processes is an important fundamental task of continuum 

mechanics. 

One of the most practically important problems of this kind is the problem of 

predicting the failure of brittle continuous medium under high-speed impact action. 

For example, brittle materials such as concrete, cement or various types of rocks 

are widely used in construction. At the same time, the designed structures can be 

subjected not only to static but also to dynamic effects such as explosions, 

earthquakes, vibrations and various impact loads. Therefore, the strength of 

materials under intense dynamic loading remains one of the most important 

problems of modern scientific and engineering practice. Experimental studies show 

that strength characteristics depend on the loading history [1, 2, 3, 4]. For example, 

an increase in the deformation rate of a material leads to an increase in the stress 

level at the moment of failure [5, 6, 7, 8, 9, 10, 11, 12]. This phenomenon in 

fracture mechanics is usually called the strain rate sensitivity of dynamic strength. 
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Not many analytical and experimental approaches have been developed to 

describe this feature of the dynamic fracture. In the first works, researchers tried to 

determine the dependence of strength on the strain rate in the form of a certain 

power dependence [13, 14]. However, this method implicitly assumes that this type 

of dependence is a property of the material, and its coefficients are the strength 

parameters for the material under study. Therefore, with this approach, it is 

impossible to predict the conditions of material fracture under an arbitrary external 

load, and therefore, it cannot be accepted as a general solution to such problems. 

At the same time, F. Tuler and B. Butcher proposed one of the first 

phenomenological approaches that takes into account the duration and amplitude 

of the load pulse. Tuler-Butcher criterion contains two material constants, the 

values of which they estimated by fitting of the theoretical curve to the 

experimental data [15]. The main disadvantage of the Tuler-Butcher (TB) criterion 

is the lack of even an imaginary experimental scheme that allows measuring the 

values of the model parameters. At the same time, D. Grady and J. Lipkin 

managed, using the TB criterion for the case of rigid loading with a constant strain 

rate, to establish that the dynamic strength of aluminum is proportional to the cube 

root of the strain rate [13]. 

The FIB model, which was developed within the framework of a special 

standard for determining the dynamic strength of concrete, can be attributed to 

purely approximating methods. This model can be considered as a bilinear 

approximation of the static and dynamic branches of the strength-rate sensitivity 

curve of the material in semi-logarithmic coordinates. Thus, it can be assumed that 

this method of predicting dynamic strength is, for the most part, a purely 

engineering approach that does not take into account the features of the fracture. 

However, there are studies showing that the strength characteristics of modern 

high-strength concrete cannot be described within the FIB criterion. In this regard, 
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various researchers offer their own modifications of the dynamic strength criterion 

by analogy with FIB, for example, J. Tedesco and K. Ross [16], Grote et al. [17], 

K. Li and H. Meng [18, 19], Zhou and Hao [20], Hao Y. and Hao H. [21, 22, 23], 

and others [24, 25, 26]. 

Such modified criteria are also, roughly speaking, a simple approximation of 

the experimentally observed strength-strain-rate curve. Usually, when determining 

the strength properties for a particular material, a small adjustment of the 

coefficients is still required in criteria of this kind, which makes the criterion 

unique for the material under consideration. 

It is also worth noting a number of methods for studying the problem of 

dynamic strength of brittle materials, which are based on the analysis of the 

microstructure of the material. To predict failure on the macro level, existing 

microdefects in the material are considered, their growth and subsequent 

propagation as a result of impact loading are analyzed [27, 28, 29, 30]. Such 

approaches are widely used in numerical modeling of failure of brittle and quasi-

brittle materials subjected to high rate deformation. However, their use for 

predicting the dynamic strength of real materials is difficult, since this requires 

determining the values of a large number of structural parameters of the medium, 

such as the dimensions and spatial distribution of initial defects. Another difficulty 

is that such microstructural models simulate a complex physical process, such as 

failure at both micro and macro levels. All these circumstances significantly 

complicate their use in real engineering practice in analytical and even numerical 

modeling. 

It is worth mentioning separately the model developed by D. Kimberly, B. 

Paliwal and K. Ramesh, who proposed a semi-analytical scheme for calculating the 

dynamic strength of brittle materials taking into account the initial distribution of 

defects [31, 32]. Their later numerical analysis, which predicted the ultimate stress 
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level for arbitrary combinations of possible values of the problem parameters, 

made it possible to identify a certain universal normalization relationship 

describing the rate dependence of strength for a wide range of brittle solids. Later, 

this approach was applied by A. Tonge and K. Ramesh [30] in developing a model 

describing the interactions of defects at different scale levels during high strain rate 

brittle fracture of a material. However, the values of such microparameters as the 

average defect density and pore size cannot be measured using standard equipment 

in a conventional mechanical laboratory. This circumstance significantly 

complicates the application of this approach in engineering practice for real 

materials. Similar methods for predicting failure include the approach based on the 

DFH (Denoual, Forquin and Hild) model, which was developed to describe the 

physical processes occurring during dynamic fragmentation of brittle anisotropic 

media [33, 34]. It was shown how this method can be used to model dynamic split 

tests of ceramic materials under impact compression [35]. However, as with all 

microstructural models, the practical application of this approach is difficult due to 

the presence of microstructural parameters such as the effective volume, crack 

velocity coefficient or shape parameter, the values of which cannot be measured in 

independent tests. Dynamic split tests under impact compression can also be 

modeled using the PRM (Pontiroli, Rouquand and Mazars) model [36, 37], which 

is based on the description of defect growth in the material, which allows it to 

distinguish between the effects of tensile and compressive loading during static 

tests. The use of this model in the case of high strain rate loading is carried out by 

introducing a certain dynamic coefficient calculated using an empirical formula, in 

which the exponential growth of the critical stress level with the strain rate is 

assumed as a material property [38]. In numerical schemes, the Johnson-Holmquist 

(JH) [39, 40, 41, 42] or Sandia GeoModel [43, 44] models are usually used, which 

also contain a relatively large number of parameters describing the system's 

response to various types of external influences. The values of the model 
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parameters are determined by comparing the simulation results with 

experimentally measured values. 

An analysis of the previously listed methods related to the prediction of the 

dynamic strength of materials allows us to conditionally divide them into two 

groups. The first group includes approaches in which the strain rate dependence of 

strength is simply approximated by, for example, a power or exponential 

dependence, and is perceived as a property of the material. In a sense, such 

approaches are a generalization of traditional static methods for predicting 

strength, since they imply instantaneous fracture of the medium upon reaching a 

certain critical stress level. A common drawback of such methods is that the type 

of the approximating function for a specific material is not known a priori, which 

in turn makes it difficult to determine the values of its coefficients. 

The second group of methods is based on modeling fracture at the 

microstructural level. Such models are usually quite difficult to apply in practice, 

since in addition to their overall complexity, it is necessary to know a priori the 

values of the material structure parameters, the measurement of which is in itself a 

rather complex scientific task. However, it is worth noting that in some cases, such 

as, for example, with the Paliwol-Ramesh model, based on microstructural 

analysis, it is possible to determine the values of the material macro parameters 

that determine its strength strain rate dependence. However, in addition to the fact 

that the values of these macro parameters are difficult to calculate, the strain rate 

dependence calculated for these obtained values may poorly correspond to the data 

of real dynamic tests. This circumstance forces us to make various corrections to 

the resulting model, due to which it, losing its universality, becomes more like an 

approximating dependence. 

Taking into account the above, the following disadvantages can be noted for 

most of the listed approaches: 
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1. Dynamic strength models based on the approximation principle are not 

universal. This requires conducting a separate study to determine the 

values of its strength parameters for each type of high strain rate impact. 

2. The overall complexity of most of the listed approaches based on 

microstructural analysis significantly complicates their application in wide 

engineering practice. 

Explanation of the features of dynamic strength requires fundamentally new 

approaches that take into account the characteristic features of high strain rate 

processes. One of such approaches was proposed by Yu. V. Petrov and A. A. Utkin 

in 1987, in which they proposed to consider the fracture of a material as a process 

developing in time, rather than occurring instantly, including both slow and high-

strain rate processes. In this regard, they introduced the concept of incubation time 

as a certain characteristic time of the process, which is a parameter of the dynamic 

strength of a continuous medium on the macro level [45, 46, 47]. Later, this 

approach was successfully used in a number of problems of dynamic fracture [48, 

49, 50, 51, 52]. Thus, supplementing the traditional parameter, quasi-static strength 

𝜎𝑐, by a second parameter, the incubation time 𝜏, made it possible to explain and 

predict various phenomena due to transient processes at high strain rate loading. It 

later turned out that the idea underlying the incubation time criterion allows one to 

describe not only the strain rate dependence of strength, but also to solve many 

related problems, for example, those related to assessing the energy efficiency of 

fracture under impact or constructing diagrams of inelastic deformation under high 

strain rate loading. 

Thus, to solve specific problems using the incubation time criterion, it is 

necessary to be able to determine the value of 𝜏 for the material under study using 

some, if possible, standardized algorithm. 
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Basically, the dynamic strength properties of materials are experimentally 

manifested as a strain rate or time dependence of strength. One of the most 

common types of testing is the Hopkinson split-bar experiment, which allows 

realizing high-speed compression or tension of a sample with the ability of directly 

measuring the impact pulse passing through the sample [53, 54, 55]. The result of 

such tests is usually the dependence of the stress level at the moment of failure on 

the loading rate, presented as a limited set of experimental points [56, 57]. At the 

same time, the overall complexity of conducting dynamic tests usually does not 

provide for a large number of experimental points. It is this set of points, from 

which the incubation time value is to be estimated. It is also worth noting that 

when registering high-speed processes, it is impossible to exclude the presence of 

random and systematic errors in the measured values 

In slow static tests, the number of samples and the permissible level of error 

in the measured values are determined by standards and other regulatory 

documents. At the same time, for dynamic high strain rate tests, there is no clear 

unified understanding of the required number of samples to be tested for a reliable 

assessment of the ultimate stress level at a certain loading rate. This becomes 

especially important when solving applied problems that require knowing the level 

of reliability of estimations of the parameter values, which are used directly in 

calculations. Therefore, simple selection of model parameter values that provide 

good agreement between the calculated curves and experimental data may not be 

sufficient. 

Thus, the problem of an assessment of model parameters is also a 

fundamental task not only for the development of methods on the basis of the 

incubation time criterion, but also for most of the other mentioned models of 

dynamic fracture of continuous media. 
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The relevance of the topic is due to the need of developing new 

standardized methods for testing materials under high strain rate loading 

conditions, the results of which will be used to evaluate a set of values of defining 

parameters that make it possible to predict critical conditions for the occurrence of 

fracture for arbitrary dynamic impact. 

The goal of the work is to develop methods that allow studying various 

effects that arise in various transient processes in continuous media under high 

strain rate impact effects. 

To achieve the goal of the work, the following tasks are solved: 

1. Development of methods for processing dynamic test data, allowing to estimate 

the values of the incubation time parameter, which determines the time 

sensitivity of a continuous medium to the loading rate. Mathematical 

justification of the proposed method, as well as a study of its applicability in 

problems related to high strain rate and shock-pulse fracture of continuous 

media.  

2. Study of the influence of equilibrium parameters of a continuous medium, 

namely temperature and external hydrostatic pressure, on the values of model 

strength characteristics. Identification of the corresponding dependencies for 

incubation time and critical stress, as well as substantiation of the proposed 

models on the problems related to acoustic and pulse cavitation of liquids. 

3. Conducting a study of the characteristics of the energy capacity of dynamic 

fracture; finding optimal modes of impact destructive action on a continuous 

medium during contact interaction, with the aim of substantiating the practical 

significance of the developed methods based on the concept of incubation time.  
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4. Development of methods for processing dynamic test data that allow for the 

assessment of optimal values of strength model parameters, namely not only the 

incubation time, but also the critical stress that determines the stability of the 

medium directly to the stress level of the loading. Verification and testing of the 

proposed method on the example of processing dynamic test data for brittle 

materials.  

5. Establishing a relationship with the parameters of other phenomenological 

approaches that predict critical conditions for the fracture of continuous media 

under high-speed impacts, identifying a new mechanical interpretation of the 

basic parameters of the incubation time criterion. 

Novelty 

In this paper, studied are the effects that arise in non-stationary transient 

processes under high-intensity extreme impacts, characterized by regularities that 

are modeled on the basis of a structural-temporal approach based on the concept of 

incubation time. The effects under study do not have a satisfactory explanation 

based on traditional approaches, most of which are direct extrapolation of quasi-

static approaches assuming the presence of threshold characteristics in continuous 

media. 

Particular attention is paid to the problem associated with a new method for 

assessing the values of key material parameters, since it is the possibility of 

accurate assessment that allows finding new patterns of fracture of continuous 

media under high strain rate impact loading. 

1) A novel method has been developed for assessing the values of incubation time 

based on data from dynamic tests under high strain rate and shock-pulse loading 

in the form of a confidence interval with a given level of confidence 

probability. 
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2) A model of the onset of phase transformations of continuous media as a result 

of the action of a nonequilibrium mechanical load is constructed. Using the 

example of the phase transition of a liquid into a gaseous state, it is shown for 

the first time how the acoustic nonequilibrium effect affects the conditions of 

phase equilibrium. The "corrected" curves of the "liquid-vapor" phase 

equilibrium for water located in the zone of action of a subthreshold ultrasonic 

wave are calculated. 

3) For the first time, the energy intensity of dynamic fracture during contact 

interaction of a rigid particle with an elastic half-space was investigated 

depending on the shape of the contacting surfaces. It has been investigated how 

the presence of a supersonic stage of interaction affects the existence of optimal 

loading modes. A method for taking the supersonic stage into account was 

proposed. 

4) A method for processing high strain rate test data has been developed, allowing 

for simultaneous assessment of two strength parameters: incubation time and 

critical stress. 

5) For the first time, an analytical approach was developed that makes it possible 

to identify the rate dependence of the fracture mode in brittle two-component 

materials, based only on the results of a comparative analysis of the rate 

dependence of the material strength and static test data, without any studies of 

the structure of the fractured samples. 

6) A new analytical approach has been developed that allows revealing the rate 

dependence of plastic deformation mechanisms in metals. The efficiency of the 

proposed approach has been verified by comparing the results obtained for 

alloys with coarse-grained and ultrafine-grained structures. 
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7) Based on the developed methods, a new interpretation of the parameters of the 

incubation time criterion has been given. 

The theoretical and practical significance of the conducted research 

consists in the development of methods based on the concept of incubation time in 

problems of predicting critical conditions for the occurrence of transient processes 

under non-equilibrium loading. The standardized methodology for assessing the 

value of incubation time for a specific material developed within the framework of 

the work based on the results of processing the experimentally observed strain rate 

dependence of dynamic strength will contribute to a wider implementation of the 

methods of the structural-time approach in scientific and engineering practice. 

Also, the assessment of incubation time in the form of a confidence interval allows 

for a more objective comparison of the strength properties of various materials. 

The developed analytical models, allowing to estimate the energy 

consumptions of dynamic fracture, helped to identify the optimal values of the 

loading parameters corresponding to the most energy-efficient fracture effect. 

These models can be useful in solving various practical problems, for which it is 

important to counteract fracture of any structural elements, or, on the contrary, to 

destroy materials that require mechanical processing. 

A new method that allows one to reveal the strain rate dependence of the 

fracture modes of two-component brittle materials or processes of inelastic 

deformation of metals is not only of great scientific interest, but also has great 

practical significance, for example, in the creation and development of new 

heterogeneous materials that are planned to be used in structures experiencing high 

strain rate impacts during operation. 

The reliability of the obtained results in the field of fracture mechanics is 

due to the use of ideas underlying the incubation time criterion, which has proven 
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itself well over the past 30 years in solving many problems related to predicting 

critical characteristics of transient processes in completely different areas of 

mechanics and physics. The randomized method of sign-perturbed sums used in 

the work to estimate the values of model parameters has also been tested. Over the 

past ten years, many works devoted to the method have been published in 

international rating publications. Also, the results of studies confirming the 

mathematical correctness of the method of sign-perturbed sums have been 

repeatedly reported at international congresses held under the auspices of IEEE. 

Structure and volume of the dissertation 

The dissertation consists of an introduction, 5 chapters, a conclusion, 41 

figures, 7 tables, a bibliography of 188 titles and a list of the author's publications 

for the defense consisting of 31 titles. The length of the dissertation is 188 pages. 

The first chapter presents the main ideas of application of the incubation 

time criterion for modeling the train rate dependence of strength, and also presents 

a method for estimating the value of the incubation time, based on the randomized 

method of sign-perturbed sums. A detailed analysis of the main idea of the method 

is carried out, and a theorem on the fulfillment of the conditions of applicability of 

the method for the problem under study and the limitations of the obtained estimate 

is proved. The efficiency of the proposed method is shown using experimental data 

for various materials as an example. Interval estimation of the value of the 

incubation time allows drawing additional conclusions about the strength 

properties of the material, which may not be obvious from a point estimate. 

The second chapter is devoted to the study of the influence of the 

equilibrium parameters of the state of a continuous medium, namely temperature 

and external hydrostatic pressure, on the values of the model strength parameters. 

Temperature dependences for the incubation time and critical stress are proposed. 
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The performance of the proposed models is tested on the example of application to 

problems related to acoustic and pulsed cavitation of liquids. It is also shown how 

the developed methods can be used to find the changed conditions of phase 

equilibrium of a continuous medium located in the area of action of a background 

acoustic ultrasonic field. 

In the third chapter, the results of the study of the features of the energy 

intensity of dynamic fracture are presented with the goal to substantiate the 

practical significance of the developed methods based on the concept of incubation 

time. The existence of optimal modes of impact destructive action on a continuous 

medium during contact interaction is shown. The influence of the supersonic phase 

of interaction of contacting surfaces on the optimal (from the point of view of 

energy consumption) values of the parameters of the fracture problem is 

considered. 

The fourth chapter presents a new method for processing dynamic test data, 

which allows for the optimal evaluation together of the values of two model 

strength parameters, namely: the incubation time and the critical stress, which 

determines the stability of the medium relative to the stress level of the loading. 

The proposed method is tested on the example of processing dynamic test data for 

brittle materials. It is shown how the new method can be used to determine that 

failure in brittle two-component media under slow and high strain rate loading 

occurs differently. 

The fifth chapter is devoted to a new mechanical interpretation of the 

parameters of the incubation time criterion. A consistent comparison of the 

developed methods with models of other authors is carried out, and a relationship 

with the parameters of other phenomenological approaches predicting the critical 

conditions of fracture of condensed media under high-speed impact-pulse loading 

is established. 
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Methodology and research methods 

The solutions to the problems presented in the work were obtained by 

consistent use of the ideas of the structural-temporal approach, built on the concept 

of incubation time. This approach has proven to be efficient in solving various 

problems in completely different areas of mechanics and physics, which are related 

to the study of the conditions for transient processes in continuous media as a 

result of high-speed impact. 

When developing models, differential and integral-differential equations are 

formulated and then solved by analytical and numerical methods. Randomized 

methods are used to determine the values of model parameters, since, because of 

the specifics of the problem, traditional statistical methods do not allow for a 

mathematically sound assessment. The calculated dependences are compared with 

the results of experiments, for which a detailed analysis of the experiment schemes 

is carried out. 

Data from high strain rate tests obtained within the framework of proven 

experimental methods is used to test the applicability of the approaches developed 

in this work. In most cases, the results of tests using the Kolsky method [55] are 

used within the generally accepted experimental scheme with split Hopkinson bars 

[53, 54, 55]. In these tests, the sample is loaded in such a way, that the sample is in 

a state of quasi-static equilibrium, which allows for almost direct measurement of 

the time profile of stresses in the sample. The main result of tests on split bars is 

the dependence of the critical stress level in the material on the straining rate, the 

values of which usually vary in the range of about 102 – 103 1/𝑠. Based on the 

results of data processing within the framework of the developed methods, the 

values of the strength parameters, incubation time and critical stress are 

determined, for which the theoretical time and rate dependences of strength are 

then calculated. In some cases, for additional verification, the calculated curves are 
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compared with the data obtained in other experimental setups, for example, on a 

free-falling load test setup, where a lower straining rate is about 101 1/𝑠 [58, 59, 

60]. For comparison with the results in the range of higher straining rates about 

103 1/𝑠, the data obtained in the experimental setup for spall fracture are used, in 

which the specimen is loaded due to the reflection of the shock wave from the free 

surface of the specimen [61, 62, 63, 64, 65, 66, 67, 68]. 

The proposed data processing method takes into account the specifics of 

dynamic tests, which are usually characterized by a small number of experimental 

observations, as well as the presence of random noise during measurements. The 

most significant limitation that does not allow the use of generally accepted static 

methods is the small number of experimental points, therefore, to obtain a 

mathematically sound estimate of the values of the dynamic strength parameters, 

the randomized method of sign-perturbed sums (SPS) was chosen. In the original 

formulation, this method was proposed to estimate the values of the parameters of 

a linear dynamic system with a small number of test observations and weak 

assumptions on almost arbitrary random noise [69, 70, 71]. The result of this 

randomized algorithm is a confidence region containing the true value of the target 

parameter with a given level of confidence. In this work, the validity of this 

method for nonlinear model functions that describe experimentally observed 

dependences in the problems under consideration is proved. 

Approbation of the work 

The results of the dissertation were presented and discussed at the following 

international and Russian scientific conferences, seminars and congresses: 

XXIV St. Petersburg Readings on Strength Problems (St. Petersburg 2024); 

XXIII Winter School on Continuous Media Mechanics (Perm 2023); 
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Petersburg, 2023); 

International summer school conference “Advanced problems in materials” 
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International online conference Digitalization of industrial thermal processes 
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Mechanics” (Saint-Petersburg 2019); 
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with Matter (Elbrus 2019); 
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Mechanics” (Saint-Petersburg 2018); 
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IEEE 56th Annual Conference on Decision and Control, CDC 2017, 

(Melbourne 2017); 

12th International Conference on the Mechanical Behavior of Materials, 

(Karlsruhe 2015); 

XI All-Russian Congress on Fundamental Problems of Theoretical and 

Applied Mechanics (Kazan 2015); 
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13th International Conference on Fracture (Beijing 2013); 
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equilibrium "liquid-vapor" for water located in the region of a subthreshold 

ultrasonic wave; 

3. found the dependence of the energy spent on the fracture of an elastic medium 

upon impact of a solid particle on the duration of the resulting impact; studied 

the influence of the supersonic stage of interaction on the existence of optimal 

loading modes and proposed a method for taking this stage into account; 

4. developed a method for processing high strain rate test data, allowing for the 

assessment together of two strength parameters: incubation time and critical 

stress;  

5. developed an analytical model that allows identifying the strain rate dependence 

of the fracture mechanism of brittle two-component materials; 

6. elaborated an analytical approach that allows identifying the strain rate 

dependence of the mechanisms of plastic deformation of metals; 

7. proposed a new interpretation of the parameters of the incubation time criterion. 

On the whole, a concept for studying strength under high strain rate impacts 

is proposed, correct methods for processing experimental results are indicated, and 

algorithms for determining the values of the parameters of the fracture criterion are 

developed. 
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Statements for the defense 
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acoustic cavitation threshold.  
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Chapter 1 Strain rate aspects of continuous media fracture 

To solve various problems using models formulated within the framework of 

the structural-temporal approach, it is necessary to know the value of the 

incubation time parameter. For its reasonable estimation, it is necessary to have 

standard methods for analysis of high strain rate test data. This chapter describes 

the proposed methodology for processing test data obtained in the form of strain 

rate or time dependence of strength. 

The results presented in Chapter 1 have been published in the following 

papers [88, 89, 90, 91, 97]. 

1.1 Method of sign-perturbed sums for estimating material strength 

parameters within the framework of the structural-time approach 

The expression for the most common form of the incubation time criterion, 

that is, the condition for the onset of destruction, can be written as follows: 

1

𝜏
∫ 𝑠𝑖𝑔𝑛(𝜎(𝜉)) (

|𝜎(𝜉)|

𝜎𝑐
)

𝛼

𝑑𝜉

𝑡

𝑡−𝜏

≤ 1, (1. 1) 

where 𝜎(𝑡) is the time profile of stress, while the incubation time 𝜏, critical stress 

𝜎𝑐   and dimensionless positive parameter 𝛼  are the macroscopic material 

parameters. Note that in the general case, the loading effect 𝜎(𝑡) can take both 

positive and negative values, therefore, to correctly take into account the influence 

of compressive stresses with fractional or even values of 𝛼, it is necessary to have 

a multiplier 𝑠𝑖𝑔𝑛(𝜎(𝜉)). 
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According to the criterion, failure occurs at the time instant 𝑡 = 𝑡∗, at which 

the expression (1.1) first becomes an equality. In other words, the failure time 𝑡∗ 

can be defined as follows: 

𝑡∗ = min {𝑡 > 0|
1
𝜏 ∫

𝑠𝑖𝑔𝑛(𝜎(𝜉)) (
|𝜎(𝜉)|
𝜎𝑐

)
𝛼

𝑑𝜉
𝑡

𝑡−𝜏
= 1}, (1. 2) 

The physical nature of the parameter τ is related to the dynamics of 

relaxation microstructural processes at lower scale levels, which precede the 

manifestation of fracture at the macro level – the obvious failure of the sample, 

which is recorded in the experiment. In brittle solids, such processes can be 

associated with the origin of microcracks, their growth with subsequent 

coalescence, i.e. their merging into one larger one. 

It is natural to assume that the rate of all these preparation processes will 

depend not only on the stress level, but also on how quickly it changes under the 

applied load. Thus, one can consider that the incubation time characterizes the 

sensitivity of the material to some average loading rate determined by the time 

profile of the loading effect. 

The basic idea of the structural-temporal approach is based on the fact that 

any transition processes, such as macro failure, do not occur instantly, and their 

initiation and subsequent development require a certain amount of time. Thus, 

within the framework of the approach, the parameter τ can be considered as a 

primary measure of dynamic strength, which characterizes the strain rate 

sensitivity of the material, thereby determining the degree of influence of the 

loading rate on the ultimate stress level at this strain rate value. 

The second parameter of criterion (1.2) 𝜎𝑐 in most cases can be interpreted 

as the static strength of the material 𝜎𝑠, that is, as the ultimate stress level under 

slow loading with a low stress growth rate. However, further use of the criterion 
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showed [98] that in some cases, when the rate sensitivity of the material failure 

mode occurs, the value of 𝜎𝑐 may differ from experimentally measured in a static 

test 𝜎𝑠. Therefore, in the general case, the parameter 𝜎𝑐 is more correctly referred 

to just as the critical stress, although in most cases, when the material failure 

mechanism does not depend on the impact rate, it can be taken as the static 

strength parameter, that is, 𝜎𝑐 = 𝜎𝑠. It is worth noting that, like the incubation time 

𝜏 , the parameter 𝜎𝑐  also affects the maximum stress level under high-speed 

loading. 

The experience of the criterion application in problems of predicting failure 

shows, that for most brittle materials the value of the parameter 𝛼 can be taken 

equal to one. However, in some cases, for an accurate description of the 

experimentally observed strain rate dependence of the material strength, it is 

necessary to use other values of this parameter. It is worth noting that the choice of 

values of parameter α different from unity turned out to be most popular when 

solving problems, in which the strain rate dependences of the dynamic yield 

strength are studied. It is a little more difficult to determine the mechanical 

meaning of the parameter α than the other parameters of the criterion 𝜏 and 𝜎𝑐 . 

Formally it can be interpreted as the sensitivity of the material to the amplitude of 

the loading pulse. 

1.2 Loading at a constant strain rate 

In most dynamic tests, macro fracture of the sample occurs at the stage of 

growth of stress and strain. This is usually due to the fact that in the tests a post-

threshold loading is realized, i.e. it obviously leads to fracture. Since the fracture of 

brittle and quasi-brittle materials occurs faster due to the growth and propagation 
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of microcracks than due to the development of various processes associated with 

inelastic deformation, the loading law up to the moment of fracture can be 

approximated by a linear function. Thus, the time profile of the load can be written 

as follows: 

𝜎(𝑡) = 𝐻(𝑡)𝐸𝜀̇𝑡 = 𝐻(𝑡)𝜎̇𝑡, (1. 3) 

where 𝜀̇ и 𝜎̇ are the strain and stress rates, 𝐸 is the Young's modulus, and 𝐻(𝑡) – 

the Heaviside function. After substituting the expression for linear loading (1.3) 

into equation (1.2) and subsequent integration one obtains the following equation 

for the time instant of fracture 𝑡∗: 

𝐻(𝑡∗) (
𝑡∗
𝜏
)
𝛼+1

−𝐻(𝑡∗ − 𝜏) (
𝑡∗
𝜏
− 1)

𝛼+1

= 𝑘, (1. 4) 

where 𝑘 =
2𝜎𝑐

𝐸𝜀̇𝜏
 is the dimensionless parameter that depends on the strength 

properties of the material and the loading rate. The first multiplier 𝐻(𝑡∗) is always 

equal to unity, since the time instant 𝑡∗ cannot be negative by definition. Therefore, 

it is necessary to consider only two possible cases when the failure time instant is 

less than the incubation time, 𝑡∗ < 𝜏, and, conversely, 𝑡∗ ≥ 𝜏. From equation (1.4) 

it follows that the condition 𝑡∗ < 𝜏 is equivalent to 𝑘 < 1. And recollecting the 

expression for the parameter 𝑘, one can obtain the following inequality: 

𝑘 =
2𝜎𝑐
𝐸𝜀̇𝜏

< 1 ⇔ 𝜀̇ >
2𝜎𝑐
𝐸𝜏

= 𝜀с̇,  

where 𝜀с̇  is a constant with the dimension of the strain rate, which value is 

determined by the strength material parameters 𝜏  и 𝜎𝑐 , as well as its Young's 

modulus 𝐸 . Thus, within the framework of structural-temporal approach, the 

strength parameters determine a certain critical strain rate, comparison with which 

allows us to conclude whether the loading is high strain rate or low strain rate.  
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As a result, equation (1.4) with respect to the failure time instant 𝑡∗ can be 

rewritten as follows: 

{
 

 (
𝑡∗
𝜏
)
𝛼+1

= 𝑘,                                  𝑘 < 1,

(
𝑡∗
𝜏
)
𝛼+1

− (
𝑡∗
𝜏
− 1)

𝛼+1

= 𝑘, 𝑘 ≥ 1.

 (1. 5) 

It is worth noting that the first equation has an analytical solution for arbitrary 𝛼, 

while the second one in general can be solved only by numerical methods.  

As mentioned earlier, for brittle materials in most cases one can take 𝛼 =1 

and write the analytical solution for equation (1.5) in the following form: 

𝑡∗
𝜏
= {

√𝑘,             𝑘 < 1,
𝑘 + 1

2
, 𝑘 ≥ 1,

 

or 

𝑡∗ =

{
 
 

 
 
√
2𝜎𝑐𝜏

𝐸𝜀̇
,               𝜀̇ >

2𝜎𝑐
𝐸𝜏
,

2𝜎𝑐 + 𝐸𝜀̇𝜏

2𝐸𝜀̇
, 𝜀̇ ≤

2𝜎𝑐
𝐸𝜏
.

 (1. 6) 

By substituting the fracture time into the relationship describing the loading effect 

(1.3), we can obtain an analytical function describing the stress level at the time 

instant of fracture for an arbitrary strain rate: 

𝜎∗(𝜀̇) = 𝜑𝜏,𝜎𝑐(𝜀̇) = {
𝜎𝑐 +

𝐸𝜀̇𝜏

2
,        𝜀̇ ≤

2𝜎𝑐
𝐸𝜏
,

√2𝜎𝑐𝜏𝐸𝜀̇,        𝜀̇ >
2𝜎𝑐
𝐸𝜏
.

 (1. 7) 

By analogy with the traditional concept of strength, the stress level at the 

moment of fracture is called the dynamic strength of the material, so it can be 

affirmed that the function 𝜑𝜏,𝜎𝑐(𝜀̇)  describes the strain rate dependence of the 
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material strength. Often used is the ratio of dynamic strength to its static value 

denoted as DIF (dynamic increase factor). Figure 1.1 shows the strength-strain rate 

curve in dimensionless coordinates.  

 

 

Figure 1.1. DIF strain rate curve in dimensionless coordinates calculated within the 

framework of the structural-temporal approach.  

It should be noted that expression (1.7) predicts the strength of the material 

in both the dynamic and static cases within the framework of unique analytical 

two-parameter model. Moreover, knowledge of the values of the strength criterion 

parameters for a specific material allows estimating the critical amplitudes for the 

threshold load with a given time profile. Therefore, the assessment of the values of 

the strength parameters of the material τ and σc is a very important task, the 

reliable solution of which will contribute to a wider dissemination of the structural-

temporal approach in practice. 
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Methods for assessing material parameters 

Critical stress value 𝜎𝑐  can be determined in independent static tests by 

standard methods. As a result of statistical processing of the measured values, it is 

possible to obtain an estimate of 𝜎𝑐, as the static strength of the material, with a 

certain degree of accuracy. Special attention in the tests should be paid to 

determining the process of sample failure, namely, what size of the fracture zone 

and/or what amount of damage is recorded in the experiment as the fact of failure. 

This is necessary to be sure that in high-rate tests the critical stress level is 

measured for exactly the same process of material failure as in slow loading. Not 

complying with this rule can lead to ambiguous situations, which will be partially 

analyzed further. 

While the value of the parameter 𝜎𝑐 can be estimated from static tests, for 

the incubation time of fracture τ there are no implemented experimental methods 

for directly measuring its value. Earlier in [37] an experimental method for 

determining the incubation time of fracture in the form of an imaginary experiment 

was proposed, however, according to this scheme, no real empirical data have been 

yet obtained. Therefore, the only existing method is an implicit assessment of the 

incubation time by finding the maximum match between the theoretical curve and 

the dynamic test data. The form of the analytical curve, which is given by function 

𝜑𝜏,𝜎𝑐(𝜀̇) from equation (1.7), depends on the parameters 𝜏 and 𝜎𝑐 . If we assume 

that the value of 𝜎𝑐 is known and is determined by the static strength of the sample, 

then the optimal value for τ can be found, for example, by the least squares method 

(LSM), which minimizes the sum of the absolute values of the discrepancies 

between the theoretically predicted and experimentally observed values of the 

tensile strength. The main disadvantage of this method is that it allows one to 
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determine only a certain value of the incubation time and does not provide any 

mathematically sound assessment of the reliability of the result. 

Application of the method of sign-perturbed sums for estimating the values of 

material parameters that determine its strength according to the incubation 

time criterion 

The main limitations for correct statistical analysis are usually a small 

number of experimental observations, as well as an unknown distribution of 

random noise. Therefore, to find the optimal value of the incubation time, the 

method of sign-perturbed sums or SPS-method (Sign Perturbed Sums) was 

proposed [69, 71]. This method is based on a randomized algorithm for analyzing a 

small number of process parameter measurements with relatively weak restrictions 

on the random noise. The only limitation is the assumption that the distribution of 

random noise is symmetrical relative to the zero value. With the SPS method, the 

result of the process parameter evaluation is a confidence interval containing the 

true value of the sought parameter, with a predetermined probability level. 

Initially, this method was formulated by its authors to estimate the parameters of a 

linear multidimensional function, and they proved that the set obtained in the 

framework of the method of sign-perturbed sums in n-dimensional space will 

contain the true values of the parameters with a pre-selected level of reliability, and 

this set will also be star-convex, that is, a set that has a point called the center, and 

all other points lie on rays emanating from the center. However, in the case of 

fracture problems, the function 𝜑𝜏,𝜎𝑐(𝜀̇) is nonlinear, therefore, in this work before 

using the SPS method, it will be proved that the result obtained within the 

framework of the method is justified, that is, the resulting set will be limited and 

will contain the true value of the parameter τ with a given probability. 
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One-dimensional case: estimation of the value of only the incubation time. The 

main idea of the sign-perturbed sums method 

The results of dynamic tests usually are presented as a set of dynamic tensile 

strength values measured experimentally for different strain rate values: 

𝜎∗𝑖 = 𝜎∗𝑖(𝜀𝑖̇), 𝑖 = 1…𝑁,  

where 𝑁 is the number of tests, which usually does not exceed 10, because of the 

overall complexity and labor intensity of the dynamic experiments. For further 

analysis, it is convenient to present the experimentally measured values 𝜎∗𝑖 of the 

dynamic strength as the results of the following observation model: 

𝜎∗𝑖 = 𝜑(𝜏∗, 𝜀𝑖̇) + 𝑣𝑖 , 𝑖 = 1…𝑁, (1.8) 

where 𝑣𝑖  are random measurement noise values with an unknown distribution 

symmetric with respect to zero, and 𝜏∗  is the true value of the incubation time 

parameter. In other words, in relation (1.8) it is assumed that the results of real 

measurements differ from the values of the stress level at the moment of failure 

predicted by the structural-temporal approach only by the amount of random noise. 

It is also worth noting that in the case under consideration the SPS method 

provides an estimate for only one scalar parameter 𝜏, therefore the confidence set 𝛵 

takes the form of a limited interval. 

The observation model for the problem of fracture mechanics can be 

interpreted in the following form, more familiar to control theory. The observed 

value 𝜎∗ is the system's response to the external control factor 𝜀̇ and determines the 

current state of the dynamic system operating according to a certain rule 

determined by the function  𝜑(𝜏, 𝜀𝑖̇) . In the problem under consideration, it is 

required to estimate, based on the set of responses {𝜎∗𝑖}𝑖=1
𝑁  to various external 
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influences {𝜀𝑖̇}𝑖=1
𝑁 , the internal parameter of the system 𝜏, which has a constant 

value and determines the properties of the system. 

As noted earlier, the simplest way to estimate the value of the incubation 

time 𝜏 is the least squares method, which minimizes the sum of the squares of the 

residuals of the observed and theoretically predicted values: 

∑(𝜎∗𝑖 − 𝜑(𝜏, 𝜀𝑖̇))
2

𝑁

𝑖=1

→ min
𝜏
. (1.9) 

Despite the fact that the method of least squares does not allow 

mathematically justifying the reliability of the obtained result in the case of an 

unknown distribution of random noise and a small number of observations, its 

assessment is the basis of the method of sign-perturbed sums. The necessary 

condition for the minimum of the sum in expression (1.9) can be written as 

follows: 

∑(𝜎∗𝑖 − 𝜑(𝜏, 𝜀𝑖̇))
𝑑𝜑(𝜏, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

= 0, (1.10) 

where the analytical expression for the derivative can be obtained by direct 

differentiation of expression (1.7): 

𝑑𝜑(𝜏, 𝜀̇)

𝑑𝜏
=

{
 

 
𝐸𝜀̇

2
,                      𝜀̇ ≤

2𝜎𝑐
𝐸𝜏
,

1

√2𝜏
√𝜎𝑐𝐸𝜀̇,        𝜀̇ >

2𝜎𝑐
𝐸𝜏
.
 (1.11) 

In the method of sign-perturbed sums, the expression on the left side of 

formula (1.10) is designated as the base sum 𝐻0(𝜏), which can be calculated for an 

arbitrary value of the determining parameter of the system τ: 
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𝐻0(𝜏) =∑(𝜎∗𝑖 − 𝜑(𝜏, 𝜀𝑖̇))
𝑑𝜑(𝜏, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

. (1.12) 

Next, it is necessary to select the level of reliability, or confidence 

probability by specifying the values of two natural parameters 𝑀 and 𝑞, specifying 

the probability, with which the confidence interval 𝛵 will contain the true value of 

the parameter 𝜏∗: 

𝑃𝑟𝑜𝑏{𝜏∗ ∈ Τ} = 1 −
𝑞

𝑀
 .  

In the randomized part of the SPS method, the number M also determines 

the number of sign-perturbed sums that must be composed randomly by generating 

 𝑀 − 1 sets of N random numbers 𝛽𝑖𝑗 taking the values±1 with probability 
1

2
 

𝑃𝑟𝑜𝑏{𝛽𝑖𝑗 = 1} = 𝑃𝑟𝑜𝑏{𝛽𝑖𝑗 = −1} =
1

2
, 𝑖 = 1…𝑁, 𝑗 = 1…𝑀 − 1.  

Thus, it is possible to obtain 𝑀 − 1 sign-perturbed sums 𝐻𝑗(𝜏): 

𝐻𝑗(𝜏) =∑𝛽𝑖𝑗(𝜎∗𝑖 − 𝜑(𝜏, 𝜀𝑖̇))
𝑑𝜑(𝜏, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

, 𝑗 = 1…𝑀 − 1. (1.13) 

The intuitive idea of the method is that if we calculate the base sum and 

sign-perturbed sums for the true value of the sought parameter 𝜏∗, then, provided 

that the random noise is symmetric, there should be no fundamental difference 

between their absolute values. Indeed, after substituting the true value of 𝜏∗ into 

expressions (1.12) and (1.13), taking into account equality (1.8), we can obtain the 

following relationships: 
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𝐻0(𝜏∗) =∑((𝜑(𝜏∗, 𝜀𝑖̇) + 𝑣𝑖) − 𝜑(𝜏∗, 𝜀𝑖̇))
𝑑𝜑(𝜏∗, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

=∑𝑣𝑖
𝑑𝜑(𝜏∗, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

 

(1.14) 

and 

𝐻𝑗(𝜏∗) =∑𝛽𝑖𝑗((𝜑(𝜏∗, 𝜀𝑖̇) + 𝑣𝑖) − 𝜑(𝜏∗, 𝜀𝑖̇))
𝑑𝜑(𝜏∗, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

=∑𝛽𝑖𝑗𝑣𝑖
𝑑𝜑(𝜏∗, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

, 𝑗 = 1…𝑀 − 1. 

(1.15) 

Since it is assumed that the noise 𝑣𝑖 = ±|𝑣𝑖| is symmetrical, the expressions 

on the right-hand sides of relations (1.14) and (1.15) are essentially the same: 

𝐻0(𝜏∗) =∑(±|𝑣𝑖|)
𝑑𝜑(𝜏∗, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

=∑𝛽𝑖𝑗(±|𝑣𝑖|)
𝑑𝜑(𝜏∗, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

= 𝐻𝑗(𝜏∗),  

therefore |𝐻0(𝜏)| can equally likely be both greater and less than any |𝐻𝑗(𝜏)|. This 

property of the base sum and the sign-perturbed sums calculated for the true value 

of the target parameter is the key feature of the SPS method. 

Formal steps of the method of sign-perturbed sums 

The following formal steps of the method of sign-perturbed sums can be 

distinguished: 

1) Select the values of natural parameters 𝑀 > 𝑞 > 0 in a way to obtain the 

desired level of reliability of the result: 
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p = 1 −
q

M
. 

2) Generate 𝑁(𝑀 − 1) random numbers 𝛽𝑖𝑗 equal to ±1 with probability 
1

2
. 

3) Specify a discrete set of trial values of the desired parameter {𝜏𝑘}, 𝜏𝑘 ∈ ℝ
+ 

with the required step size. 

4) For each 𝜏𝑘 , run the procedure 𝑆𝑃𝑆_𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟(𝜏𝑘) to check whether the 

trial value 𝜏𝑘 falls within the confidence interval Τ or not. 

The pseudocode for the 𝑆𝑃𝑆_𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟(𝜏𝑘) procedure is given in Table 1.1: 

Table 1.1. Procedure 𝑺𝑷𝑺_𝑰𝒏𝒅𝒊𝒄𝒂𝒕𝒐𝒓(𝝉𝒌)  

𝑺𝑷𝑺_𝑰𝒏𝒅𝒊𝒄𝒂𝒕𝒐𝒓(𝝉𝒌) 

1. Calculate the residuals 𝛿𝑖(𝜏𝑘) = 𝜎∗𝑖 − 𝜑(𝜏𝑘, 𝜀𝑖̇) 

2. Using the generated set of random signs, calculate the base sum  

𝐻0(𝜏𝑘) =∑(𝜎∗𝑖 − 𝜑(𝜏𝑘, 𝜀𝑖̇))
𝑑𝜑(𝜏𝑘, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

 

and 𝑀 − 1 sign-perturbed sums 

𝐻𝑗(𝜏𝑘) =∑𝛽𝑖𝑗(𝜎∗𝑖 − 𝜑(𝜏𝑘, 𝜀𝑖̇))
𝑑𝜑(𝜏𝑘, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

, 𝑗 = 1…𝑀 − 1 

3. Sort the values |𝐻𝑗(𝜏𝑘)|, 𝑗 = 1…𝑀 − 1  in ascending order. If some 

values are equal, they should be arranged arbitrarly relative to each other 

4. Calculate the rank ℜ(𝜏𝑘) as the sequential number of the sum |𝐻0(𝜏𝑘)| in 

the ordered set {|𝐻𝑗(𝜏𝑘)|}𝑗=0
𝑀−1

 

5. If ℜ(𝜏𝑘) ≤ 𝑀 − 𝑞,  then 𝑺𝑷𝑺_𝑰𝒏𝒅𝒊𝒄𝒂𝒕𝒐𝒓(𝝉𝒌) = 𝟏 , which means that 

𝜏𝑘 ∈ Τ, in the opposite case 𝑺𝑷𝑺_𝑰𝒏𝒅𝒊𝒄𝒂𝒕𝒐𝒓(𝝉𝒌) = 𝟎 
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Since the SPS method was initially developed by the authors for a linear 

model function, it becomes necessary to prove its applicability for the model 

function  𝜑(𝜏, 𝜀̇) , which determines the rate dependence of strength using the 

incubation time criterion. 

Statement. If the measurement noise values 𝑣𝑖  are independent random 

variables with a symmetric (relative to zero) distribution and the model 

function 𝜑(𝜏, 𝜀̇) is defined by relation (1.7), 

then  

• probability 𝑃𝑟𝑜𝑏{𝜏∗ ∈ Τ} = 1 −
𝑞

𝑀
  

(provided that the confidence interval Τ is constructed according to the steps 

1-4 of the algorithm of sign-perturbed sums method described above); 

• the confidence interval Τ is bounded. 

Proof. To prove the level of reliability of the obtained estimate, it is 

necessary to formalize the reasoning given above to describe the intuitive idea of 

the method. If the trial value 𝜏𝑘 = 𝜏∗  coincides with the true value, then all 

discrepancies will be determined only by random noise𝑣𝑖: 

𝜎∗𝑖 = 𝜑(𝜏∗, 𝜀𝑖̇) + 𝑣𝑖         

𝛿𝑖(𝜏∗) = 𝜎∗𝑖 − 𝜑(𝜏∗, 𝜀𝑖̇)
} ⟹ 𝛿𝑖(𝜏∗) = −𝑣𝑖 . 

Under the assumption of symmetry of the random distribution of noise 𝑣𝑖, it 

can be represented as follows: 

𝑣𝑖 = 𝛾𝑖|𝑣𝑖|, 

where the random variable 𝛾𝑖 is equal to the sign of the random noise and takes on 

values of ±1 with equal probability. That is, 

𝑃𝑟𝑜𝑏{𝛾𝑖 = 1} = 𝑃𝑟𝑜𝑏{𝛾𝑖 = −1} =
1

2
. 
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Then the expressions for the base sum and sign-perturbed sums can be written in 

the following form: 

𝐻0(𝜏∗) =∑𝛾𝑖|𝑣𝑖|
𝑑𝜑(𝜏∗, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

, 

𝐻𝑗(𝜏∗) =∑𝛽𝑖𝑗𝛾𝑖|𝑣𝑖|
𝑑𝜑(𝜏∗, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

. 

Since 𝛾𝑖  and 𝛽𝑖𝑗  are independent random variables, it can be argued that the 

random variable 𝛾𝑖𝛽𝑖𝑗 also has a symmetric distribution, like 𝛽𝑖𝑗: 

𝑃𝑟𝑜𝑏{𝛾𝑖𝛽𝑖𝑗 = 1} = 𝑃𝑟𝑜𝑏{𝛾𝑖𝛽𝑖𝑗 = −1} =
1

2
. 

In this case, the expressions for the base sum and sign-perturbed sums 

actually coincide, which means that |𝐻0(𝜏∗)|  can equally likely occupy any 

position in the ordered set {|𝐻𝑗(𝜏𝑘)|}𝑗=0
𝑀−1

. Therefore 

𝑃𝑟𝑜𝑏{ℜ(𝜏∗) ≤ 𝑀 − 𝑞} = 1 −
𝑞

𝑀
. 

This means that the procedure 𝑺𝑷𝑺_𝑰𝒏𝒅𝒊𝒄𝒂𝒕𝒐𝒓(𝝉∗) = 𝟏  will include the 

true value of the target parameter 𝜏∗ in the confidence interval 𝛵 with the same 

probability. 

The proof of the boundedness of the confidence interval Τ is conveniently 

given when 𝛼 = 1, since in this case there is an analytical expression for the model 

function 𝜑(𝜏, 𝜀̇) (1.7). However, even in the case when 𝛼 = 𝑐𝑜𝑛𝑠𝑡 > 0, the idea of 

the proof does not change. 

1. First of all, note that, based on the mechanical meaning of the problem 

under consideration, positive are both the incubation time parameter 𝜏 > 0 and the 

strain rate 𝜀̇ > 0. Consequently, for any positive values of 𝜏 and 𝜀̇, according to the 

right-hand side of expression (1.11), the derivative of the model function is also 
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positive: 
𝑑𝜑(𝜏,𝜀̇)

𝑑𝜏
> 0 . Therefore, for the same loading rate 𝜀̇ > 0 , we have 

𝜑(𝜏1, 𝜀̇) > 𝜑(𝜏2, 𝜀̇), provided that 𝜏1 > 𝜏2. 

2. Formula (1.7) also allows calculating a set of values {𝜏𝑖}𝑖=1
𝑁  that 

correspond to the model curves of the rate dependence of strength, each of which 

will pass through the corresponding experimental point {(𝜎∗𝑖 , 𝜀𝑖̇)}𝑖=1
𝑁 . 

 

Figure 1.2 Calculated curves of strain rate dependences of strength for values of 

incubation time 𝜏𝑚𝑖𝑛 and 𝜏𝑚𝑎𝑥. 

3. Denote 𝜏𝑚𝑖𝑛 = min{𝜏𝑖}𝑖=1
𝑁 , and 𝜏𝑚𝑎𝑥 = max{𝜏𝑖}𝑖=1

𝑁 . According to item 1, 

all experimental data points of dynamic tests {(𝜎∗𝑖 , 𝜀𝑖̇)}𝑖=1
𝑁  will be located on the 

graph between the model curves corresponding to the values of 𝜏𝑚𝑖𝑛 and 𝜏𝑚𝑎𝑥.(see 

Figure 1.2). 
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Figure 1.3 Shift of the calculated curves of strain rate dependence of strength: (a) 

as 𝜏𝑘 increases, (b) as 𝜏𝑘 decreases. 

4. From item 3 it follows that for any 𝜏𝑚𝑎𝑥
+ > 𝜏𝑚𝑎𝑥  all residuals will be of 

the same sign, namely negative: 𝛿𝑖(𝜏𝑚𝑎𝑥
+ ) = 𝜎∗𝑖 − 𝜑(𝜏𝑚𝑎𝑥

+ , 𝜀𝑖̇) < 0  (see 

Figure 1.3(a)). 

Similarly, for any 𝜏𝑚𝑖𝑛
− > 𝜏𝑚𝑖𝑛 all residuals will be of the same sign, namely 

positive: 𝛿𝑖(𝜏𝑚𝑖𝑛
− ) = 𝜎∗𝑖 − 𝜑(𝜏𝑚𝑖𝑛

− , 𝜀𝑖̇) > 0 (see Figure 1.3(b)). 

5. Thus, for any 𝜏𝑘 ∉ [𝜏𝑚𝑖𝑛, 𝜏𝑚𝑎𝑥] it turns out that in the base sum 

𝐻0(𝜏𝑘) =∑𝛿𝑖(𝜏𝑘)
𝑑𝜑(𝜏𝑘, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

 

all residuals are summed up with one sign, since the derivative for all values of 𝜀𝑖̇ 

is positive: 
𝑑𝜑(𝜏,𝜀̇𝑖)

𝑑𝜏
> 0. At the same time in the sign-perturbed sums 

𝐻𝑗(𝜏𝑘) =∑𝛽𝑖𝑗𝛿𝑖(𝜏𝑘)
𝑑𝜑(𝜏𝑘, 𝜀𝑖̇)

𝑑𝜏

𝑁

𝑖=1

 

part of the residuals is taken with the opposite sign, since 𝛽𝑖𝑗 = ±1, 
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This allows us to assert that in the case when the trial value 𝜏𝑘  differs 

sufficiently “strongly” from the true value 𝜏∗, then the base sum will, with a high 

probability, be greater or equal in absolute value than the perturbed sums: 

|𝐻0(𝜏𝑘)| ≥ |𝐻𝑗(𝜏𝑘)|, 𝜏𝑘 ∉ [𝜏𝑚𝑖𝑛, 𝜏𝑚𝑎𝑥]. 

Equality is only possible if in some of the randomly generated sets of signs 

all the signs are the same. The probability of such an event is 
𝑀−1

2𝑁−1
. 

Thus, we can conclude that for 𝜏𝑘 ∉ [𝜏𝑚𝑖𝑛, 𝜏𝑚𝑎𝑥] the base sum |𝐻0(𝜏𝑘)| will 

with a high degree of probability occupy the last place in the ordered set 

{|𝐻𝑗(𝜏𝑘)|}𝑗=0
𝑀−1

, and the rank for the corresponding trial values 𝜏𝑘  will be equal 

to 𝑀: 

ℜ(𝜏𝑘) = 𝑀. 

Therefore, for 𝜏𝑘 ∉ [𝜏𝑚𝑖𝑛, 𝜏𝑚𝑎𝑥] the 𝑺𝑷𝑺_𝑰𝒏𝒅𝒊𝒄𝒂𝒕𝒐𝒓(𝝉𝒌) = 𝟎 for any values of 

the parameter  𝑞 ≥ 1, and it will exclude such trial values from the confidence 

interval 𝛵. This means that the boundedness of the confidence interval obtained as 

a result of applying the method of sign-perturbed sums is proven. 

1.3 Application of the SPS method to problems of fracture of brittle materials 

under high-speed impact 

To test the performance of the method of sign-perturbed sums, data from 

dynamic tests performed by various authors for a number of brittle materials, such 

as various types of rocks, concrete, and ice at various temperatures, were 

processed. 
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Fracture of rocks 

The developed method for assessing the value of the incubation time of 

fracture was applied to process the data of dynamic tests of rocks. The data of 

measurements of dynamic tensile strength under spalling conditions were used. 

Figure 1.4 shows a comparison of the calculated strength rate dependence for 

granite with experimentally measured data [101]. 

 

Figure 1.4 Tensile strain rate dependence of strength for granite [101]. 

Calculated values: dashed line – 𝜏0.8 ∈ [90; 125]μs , dotted line – 𝜏0.95 ∈

[85; 135]μs, 𝜎𝑐=5.4 MPa. 

For the calculations the value of the critical stress 𝜎𝑐 = 5.4 𝑀𝑃𝑎  was 

chosen, which was equal to the experimentally measured static strength of the 

material. For the incubation time 𝜏  we took the values that correspond to the 

boundaries of the confidence intervals obtained by the SPS method with different 

levels of confidence probability: 80% – 𝜏0.8 ∈ [90; 125]μs  and 95% – 𝜏0.95 ∈
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[85; 135]μs. It can be noted that for the selected values of confidence probability, 

there is a good match between the calculated curves and the experimentally 

measured dynamic branch of the strain rate dependence of strength. 

Comparison of the obtained confidence intervals shows that an increase in 

the level of confidence probability leads to a natural increase in their width. 

However, even with a sufficiently high level of confidence probability of 95%, the 

error in estimating the incubation time of the relative mean value is only about 

23%, which may be quite acceptable for engineering practice. 

Also processed were experimental data obtained in spallation tests on tuff 

[101]. In this case, the value of the critical stress 𝜎𝑐 = 2.0 𝑀𝑃𝑎 for calculations 

was also chosen at the level of the experimentally measured static strength of the 

material. 

The incubation time τ values were estimated using the SPS method for two 

confidence levels: 95% and 99%. Figure 1.5 shows the calculated curves of strain 

rate dependence of strength, which were obtained for the boundary values of the 

resulting confidence intervals: 𝜏0.95 ∈ [601; 1247]𝜇𝑠  and 𝜏0.99 ∈ [564; 1453]𝜇𝑠 . 

As in the case of granite, good quantitative agreement can be seen between the 

model curves and the experimental results. However, in this case, for a confidence 

level of 95%, a slightly larger error (about 35%) in estimating the incubation time 

was obtained. 

It can be noted that the values of incubation time determined from the results 

of processing the test data for tuff turned out to be an order of magnitude higher 

than those obtained for granite. This result correlates well with the mechanical 

meaning of incubation time, the value of which is determined by the rate of 

preparatory processes for fracture at the microstructural level. In this sense, a 
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significantly higher value of incubation time for tuff with its porous microstructure 

seems natural. 

 

Figure 1.5. Strain rate dependence of tensile strength for tuff [101]. Calculated 

values: dashed line – 𝜏0.95 ∈ [601; 1247] μs and dotted line – 𝜏0.99 ∈

[564; 1453]μs, 𝜎𝑐=2.0 MPa. 

 The results of the evaluation of the values of incubation time for granite and 

tuff demonstrated above indicate good prospects for the use of the proposed 

method in practice. It is evident that at a sufficiently high level of confidence 

probability of 95%, errors in the evaluation of incubation time are obtained that are 

quite acceptable for engineering calculations. However, the question of choosing 

the optimal level of confidence probability, at which the desired level of error in 

the evaluation of 𝜏 will be obtained, remains open. 
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Fracture of ice at different temperatures 

Experimental data from dynamic tests conducted on samples of distilled ice 

at different temperatures were processed [102]. Table 1.2 shows the values of the 

incubation time of fracture obtained using the SPS method with a confidence level 

of 90%. 

Table 1.2 Results of the assessment of the incubation time of fracture for ice [102] 

using the SPS method. Confidence level 90%. 

𝑇,℃ 𝜏𝑚𝑖𝑛, мкс 𝜏𝑚𝑎𝑥, мкс 𝜏𝑎𝑣𝑔, мкс 

−125 7.5 12.9 10.2 

−80 9.0 14.8 11.9 

−50 7.1 13.3 10.2 

−15 6.3 12.8 9.6 

−10 6.8 15.0 10.7 

The possibility of obtaining an estimate in the form of a confidence interval 

made it possible to find that there is a mutual intersection of such intervals 

calculated for different temperatures and, thus, to state that the value of the 

incubation time weakly depends on temperature. So, it turned out that the test data 

for all temperatures can be approximately described by one pair of model curves 

constructed for the average values of the boundaries of the obtained confidence 

intervals. 

Figure 1.6 shows the dependence of the dynamic multiplier DIF for distilled 

ice in the entire range of test temperatures. One can see that many experimental 

points do not fall within the band limited by the curves, which were calculated for 

the average values of the boundaries of the obtained intervals of incubation time 
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values. This may be due to the fact that there is a weak dependence of the 

incubation time on temperature, as well as to a relatively low value of the 

confidence probability. 

 

Figure 1.6. Dynamic factor DIF dependence on the strain rate for distilled ice. 

Model curves are plotted for 𝜏 ∈ [7.3; 13.7]𝜇𝑠, points correspond to experimental 

data from [102]. 

The possibility of obtaining an estimate in the form of a confidence interval 

made it possible to find that there is a mutual intersection of such intervals 

calculated for different temperatures and, thus, to state that the value of the 

incubation time weakly depends on temperature. So, it turned out that the test data 

for all temperatures can be approximately described by one pair of model curves 

constructed for the average values of the boundaries of the obtained confidence 

intervals. 
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Figure 1.7 Strain rate dependence of strength for polycrystalline ice. Model curves 

in the figure are indicated by a dashed line for 𝜏 ∈ [13.7; 16.5]𝜇𝑠 , the points 

correspond to experimental data from [103]. 

Next, the SPS method was used to process data obtained in dynamic tensile 

tests of cylindrical polycrystalline ice specimens under spallation conditions [103]. 

For calculations, the critical stress 𝜎𝑐=1.0 MPa was chosen at the level of the 

experimentally measured static strength of the material. The incubation time values 

were estimated for a confidence level of 90%. Figure 1.7 shows the estimated 

strain rate dependences of strength constructed for the boundary values of the 

confidence interval [13.7;16.3] μs. Note that the resulting error in estimating the 

incubation time was only 9%.  

It can be noted that the model curves describe well not only the experimental 

values of dynamic strength, but also the scatter of possible values of strain rates 

shown by the authors of the experiment (see Figure 1.7). This observation 
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indirectly confirms the validity of the scatter of incubation time values obtained by 

the SPS method. Thus, it can be assumed that in other cases of application of the 

proposed method, the resulting scatter of incubation time values will be determined 

by the heterogeneity of the properties of the material under study. 

It should be noted that the proposed method has also been successfully 

applied to estimate the incubation time values of various metals, alloys, and 

plastics [93, 92, 94, 95, 96]. In all cases, it was possible to obtain an estimate of the 

incubation time values with a relative error of no more than 20-30%, with high 

confidence levels of over 90%. The simplicity of the method allows us to hope that 

in the future the incubation time criterion can be used as the basis for new practical 

standards for measuring the strength of materials under high rate loading. 

From a fundamental point of view, the importance of the developed method 

lies in the fact that the knowledge of the exact values of the incubation time makes 

it possible to calculate the fracture conditions under arbitrary time dependences 

describing the loading. Thus, for example, under impulse loading in the conditions 

of a spalling test scheme, it is possible to determine the spalling section or the zone 

of multiple spalling [104], as well as to reveal such an effect as delayed fracture, 

which occurs under threshold impacts [105]. 

1.4 Conclusions to Chapter 1 

A new method for estimating the value of incubation time has been 

developed, based on the randomized method of sign-perturbed sums. 

A detailed analysis of the main idea of the method is given, and a theorem 

on the fulfillment of the conditions of applicability of this method for the problem 

under study and on the limitations of the resulting estimate is proved. 
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The effectiveness of the proposed method is demonstrated using 

experimental data for various materials. 

Interval assessment of the incubation time value allows us to draw additional 

conclusions about the strength properties of the material, which may not be 

obvious from a point assessment: 

• - The confidence interval can be used to calculate the accuracy of the 

incubation time estimate. 

• - Additional conclusions can be drawn about the strength properties of the 

material that are not obvious from the single value estimate. 

The applicability of the proposed method was tested not only for brittle 

materials, but also for processing data of high-speed tests of metal and polymer 

specimens. 

The proposed method for estimating the incubation time values can be 

further used in the development of new standards for determining the strength 

properties of materials under high-speed loading. 
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Chapter 2 Dynamic fracture of liquid 

The use of the incubation time criterion is not limited to solving problems of 

brittle material failure under dynamic impact. The concept underlying the criterion 

that any transient process requires some time to originate and develop allows 

solving problems related to liquid cavitation. This chapter will show how the 

incubation time criterion can be used to study critical conditions for the occurrence 

of acoustic and pulsed cavitation. A method for assessing the effect of weak 

ultrasonic fields on the equilibrium conditions of the liquid and vapor phases will 

also be considered. 

The results shown in Chapter 2 were presented in the following papers [49, 

73, 74, 72, 75]. 

2.1 Incubation time criterion for predicting acoustic cavitation 

The structural-temporal approach can be effectively used in problems of 

predicting critical loading conditions of continuous liquid media, under which their 

fracture or, in other words, a violation of continuity occurs. This process of 

fracture of liquids is called cavitation, which is usually described as the nucleation, 

subsequent growth and abrupt collapse of a vapor-gas bubble arising in the region 

where tensile stresses exist, or in terms of hydromechanics, in a zone of reduced 

pressure [106, 107, 108]. 

The various physical effects that occur during cavitation of a liquid stipulate 

great scientific and applied interest in studying the properties and features of this 

phenomenon. It is enough to list the main areas of research directly related to 

cavitation to see the relevance of its study. For example, cavitation is actively used 
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in sonochemistry [109, 110], medicine [111, 112], food industry [113], to influence 

microorganisms and biomaterials [114, 115]. In metallurgy, cavitation is used to 

obtain an improved structure of alloys [116, 117]. The cavitation process plays a 

great role in the study of phase transitions [118, 119], with special attention paid to 

cavitation in cryogenic liquids [120, 121]. 

Depending on how the local zone of negative pressure appears, cavitation is 

divided into hydrodynamic and acoustic. Hydrodynamic cavitation occurs in layers 

of liquid located in the immediate vicinity of a rapidly moving surface of a solid. 

In acoustic cavitation, the initiator of the growth of a vapor-gas bubble is the 

stretching phase of the acoustic effect [122, 123]. It can be noted that from the 

point of view of fracture mechanics, the division of cavitation into hydrodynamic 

and acoustic is in some sense nominal, since, for example, an acoustic wave in a 

liquid occurs as a result of the movement of the surface of a waveguide. In any 

case, regardless of the method of cavitation initiation, the time profile of the 

pressure leading to a violation of the continuity of the liquid can usually be 

calculated with a sufficiently high degree of accuracy. Therefore, from the point of 

view of fracture mechanics, the cavitation process can be considered as a process 

of liquid destruction caused by some mechanical action, as a result of which a local 

decrease in pressure occurs in the liquid for some time. 

To determine the critical conditions for the onset of cavitation, the 

incubation time criterion can be written as follows: 

1

𝜏
∫ 𝑠𝑖𝑔𝑛(𝑃(𝜉)) (

|𝑃(𝜉)|

𝑃𝑐
)

𝛼

𝑑𝜉

𝑡

𝑡−𝜏

≤ 1, (2. 1) 

where 𝑃(𝑡)  is the time profile of pressure in the liquid; while the cavitation 

incubation time 𝜏 , the static cavitation threshold 𝑃𝑐  and the dimensionless 

parameter 𝛼 are the macro parameters of the liquid determining its strength. Note 
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that in further analysis, for convenience, it is assumed that by analogy with the 

tensile stress in a solid, the tensile pressure in the liquid, is considered as positive, 

and the compressive pressure – as negative. 

The mechanical meaning of the parameters of criterion (2.1) remains 

approximately the same as in the case of brittle fracture, however, a specific 

feature associated with the behavior of liquid continuous media can be noted: the 

value of the parameter 𝛼  is to some extent determined by the viscosity of the 

liquid. In his work, A.A. Gruzdkov [110], having analyzed the Rayleigh equation 

describing the oscillations of a vapor-gas bubble in a liquid, showed that for water 

it is justified to choose the value of the parameter 𝛼 =  1/2 , while for more 

viscous media, such as glycerin, the parameter 𝛼 can be considered equal to one. 

2.2 Pulse induced cavitation 

In the case of pulse cavitation, the low-pressure region arises when the 

compressive pulse is reflected from the free surface as a stretching pulse. In order 

to simplify the analysis, all subsequent considerations are made for a liquid at a 

certain constant temperature 𝑇 = 𝑐𝑜𝑛𝑠𝑡 , which will mean the absence of 

temperature dependences for the incubation time 𝜏  and the static cavitation 

threshold 𝑃𝑐 . Also, for certainty, the time profile of the loading effect will be 

presented as a triangular linearly decaying pulse: 

𝑃(𝑡) = 𝐴 (1 −
1

𝑡0
) [𝐻(𝑡) − 𝐻(𝑡 − 𝑡0], (2. 2) 

where 𝑨  is the pulse amplitude, 𝑡0  is its duration, and 𝐻(𝑡)  is the Heaviside 

function. The time profile of the pressure in the liquid at some distance 𝑥 from the 

free surface is the sum of the initial and reflected pulses: 
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𝑃(𝑥, 𝑡) = 𝐴((1 −
𝑡

𝑡0
−
𝑥

𝑐𝑡0
) [𝐻 (𝑡 +

𝑥

𝑐
) − 𝐻 (𝑡 +

𝑥

𝑐
− 𝑡0)]

− (1 −
𝑡

𝑇
+
𝑥

𝑐𝑡0
) [𝐻 (𝑡 −

𝑥

𝑐
) − 𝐻 (𝑡 −

𝑥

𝑐
− 𝑡0)])

= 𝐴𝑓(𝑥, 𝑡), 

(2. 3) 

where 𝑐  is the velocity of an acoustic wave in a liquid. Just as in the case of 

acoustic cavitation, the smallest value of the amplitude 𝐴∗ at which the growth and 

collapse of cavitation bubbles occurs will be referred to as the threshold of pulsed 

cavitation. 

The dependence of the pulse cavitation threshold on the duration of the load 

pulse can also be calculated using the incubation time criterion. Since the pressure 

in the resulting pulse (2.3) takes both positive and negative values, then for the 

correct calculation of the cavitation threshold, for example, for water at 𝛼 =
1

2
, it is 

necessary to take into account the presence of the multiplier 𝑠𝑖𝑔𝑛(𝑃(𝜉))  in 

criterion (2.1). 

After substituting the expression for pressure (2.3) into criterion (2.1), the 

following expression is obtained for calculating the threshold of pulsed cavitation: 

(
𝐴∗
𝑃𝑐
)
𝛼

=
𝜏

𝐼𝑚𝑎𝑥
, (2. 4) 

where 

𝐼𝑚𝑎𝑥 = max
𝑡

∫ 𝑠𝑖𝑔𝑛(𝑓(𝑥, 𝜉))|𝑓(𝑥, 𝜉)|𝛼𝑑𝜉

𝑡

𝑡−𝜏

.  

It should be noted that the maximum of the integral 𝐼𝑚𝑎𝑥 can be reached for 

the first time in different cross-sections 𝑥 , depending on the ratio of the pulse 

duration 𝑡0 and the incubation time 𝜏. If 𝑡0 > 𝜏, which means that the compression 
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pulse is long enough, the maximum 𝐼𝑚𝑎𝑥 will be reached for the first time when 

the reflected pulse with the tensile pressure stops adding up to the incident one. 

This will happen for the first time in the cross-section 𝑥 =
𝑐𝑡0

2
 at time instant 𝑡 =

𝑡0

2
. In this case, only one Heaviside function 𝐻 (𝑡 −

𝑥

𝑐
− 𝑡0) in formula (2.3) takes a 

value equal to zero, and then the maximum of the integral will be calculated as 

follows: 

𝐼𝑚𝑎𝑥 = ∫ (
3

2
−
𝜉

𝑡0
)
𝛼

𝑑𝜉 =
𝑡0
𝛼 + 1

(1 − (1 −
𝜏

𝑡0
))

𝑡0
2
+𝜏

𝑡0
2

. (2. 5) 

For relatively short loading pulses when  𝑡0 < 𝜏 , the duration of the 

influence of the compressive component of the action on the integral value exceeds 

the pulse duration. In this case, the maximum of the integral will be reached for the 

first time in the section 𝑥 =
𝑐𝑡0

2
 at time instant 𝑡 =

𝜏

2
: 

𝐼𝑚𝑎𝑥 = ∫ (1 −
𝜉

𝑡0
+
𝜏

2𝑡0
)
𝛼

𝑑𝜉 =
𝑡0
𝛼 + 1

𝜏
2
+𝑡0

𝜏
2

. (2. 6) 

Substituting formulae (2.5) and (2.6) into expression (2.4) allows us to 

obtain an analytical expression for the pulse cavitation threshold for a triangular-

shaped loading pulse: 

(
𝐴∗
𝑃𝑐
)
𝛼

=

{
 
 

 
 (𝛼 + 1)

𝜏

𝑡0
,                                                  𝑡0 < 𝜏,

(𝛼 + 1)
𝜏

𝑡0
(1 − (1 −

𝜏

𝑡0
)
𝛼+1

)

−1

, 𝑡0 ≥ 𝜏.

 (2. 7) 

In order to use the obtained result when calculating the threshold of pulsed 

cavitation for a specific liquid, it is necessary to know the values of its strength 
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parameters 𝜏  and 𝑃𝑐 . The value of the static cavitation threshold 𝑃𝑐  can be 

independently measured experimentally at an equilibrium decrease in pressure, 

while the value of the incubation time 𝜏 can be determined only by comparing the 

predicted values of the cavitation threshold with the results of dynamic tests. For 

this purpose, as for the previously considered case of fracture of solids at a 

constant rate of stress growth, it is convenient to use the method of sign-perturbed 

sums. 

Analysis of expression (2.7) shows that the dependence of the cavitation 

threshold 𝐴∗ on the duration of the loading pulse 𝑡0 is monotonically decreasing. 

As it was proven earlier in Chapter 1, a bounded confidence interval is obtained 

when using the SPS method for a monotonically increasing model function that 

determines the strain rate dependence of strength. In order to obtain a suitable form 

of the model function that determines the value of the cavitation threshold in the 

case of pulsed loading, it is sufficient to introduce a new dimensionless parameter 

 𝜅 =
𝜏

𝑡0
, which is in a sense an analogue of the average loading rate under pulsed 

action. Then expression (2.7) can be rewritten as follows: 

(
𝐴∗
𝑃𝑐
)
𝛼

= 𝜑(𝜅) = {

(𝛼 + 1)𝜅

1 − (1 − 𝜅)𝛼+1
, 𝜅 ≤ 1,

(𝛼 + 1)𝜅,                      𝜅 > 1,

 (2. 8) 

where, the function 𝜑(𝜅(𝑡0, 𝜏)) completely satisfies the necessary conditions of the 

SPS method. This allows us to consider the results of measuring the cavitation 

threshold under pulse loading in the form of the following observation model: 

𝑦𝑖 = 𝜑(𝜅(𝑡0𝑖 , 𝜏)) + 𝑣𝑖 , 𝑖 = 1. . 𝑁, (2. 9) 

where 𝑦𝑖 = (
𝐴∗𝑖

𝑃𝑐
)
𝛼

 is an experimentally observed value, which is determined by the 

value of the cavitation threshold 𝐴∗𝑖 depending on the duration of the loading pulse 
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𝑡0𝑖  and the internal parameter 𝜏, the value of which is to be estimated, 𝑣𝑖 is the 

random noise, N is the number of measurements. 

For additional clarity, the meaning of expression (2.9) can be defined in 

terms of a control theory problem as follows. Let the cavitation process in a liquid 

be a dynamic system whose properties are determined by the value of the internal 

parameter of the system 𝜏. The current state of the system is determined by the 

cavitation threshold 𝐴∗ , the value of which is a response to an external action 

specified by the control parameter 𝑡0. In this case, all measurements of the current 

state of the system, that is, 𝐴∗𝑖, contain random noise 𝑣𝑖. If we take into account 

that all systematic errors are eliminated and the experiment is carried out as 

carefully as possible, then it is reasonable to assume that 𝑣𝑖 are random variables 

with a distribution symmetrical with respect to zero. 

To estimate the incubation time, the data from pulsed cavitation experiments 

conducted for degassed water were selected [125]. As noted above, in the case of 

water, the parameter α should be taken equal to ½ . Based on the results of using 

the SPS method, in accordance with the procedure described in Chapter 1, the 

following estimate of the incubation time values was obtained in the form of a 

confidence interval 𝜏 ∈ [15.5; 17.0] 𝜇𝑠 with a confidence level of 95%. The value 

of the static cavitation threshold was chosen as 𝑃𝑐 = 1 𝑎𝑡𝑚. 

The dependences of the cavitation threshold calculated according to formula 

(2.8) for the boundary values of the confidence interval are shown by solid lines in 

Figure 2.1. It is worth noting that there is a good correspondence between the 

calculated curves and experimental points, and that, the possible error in the 

estimate is relatively small, about 5%, despite the high level of reliability. 
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Figure 2.1 Dependence of the cavitation threshold on the “average strain rate” of 

loading under pulsed action. Lines are the calculated curves for the boundary 

values of the confidence interval 𝜏 ∈ [15.5; 17.0]μs, points are experimental data 

from work [125]. 

For the found values of the incubation time, it is also possible to construct, 

using relation (2.7), the dependence of the cavitation threshold on the duration of 

the loading pulse (see Figure 2.2). 

Note the good agreement between the calculated curves and the 

experimental data on pulsed cavitation. However, a comparison with the 

experiment of the calculated curves obtained for the same values of incubation 

time 𝜏 ∈ [15.5; 17.0] 𝜇𝑠, but in the case of ultrasonic cavitation, is also of great 

interest. 
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Figure 2.2 Dependence of the pulsed cavitation threshold on the duration of the 

loading pulse. Lines are calculated curves for the boundary values of the 

confidence interval 𝜏 ∈ [15.5; 17.0]𝜇𝑠, points are experimental data from work 

[125]. 

2.3 Ultrasonic cavitation 

Ultrasonic harmonic vibrations of the surface of a solid body immersed in a 

liquid and called a vibrator, create a high-frequency acoustic wave, the pressure in 

which can be expressed with a high degree of accuracy as follows: 

𝑃(𝑡) = 𝐴 sin(𝜔𝑡), (2. 10) 

where 𝐴 is the pressure amplitude, the value of which depends on the power of the 

vibrator, and 𝜔 is the vibration frequency. Thus, in a certain microvolume of liquid 

located in the path of propagation of the acoustic wave, negative pressure will 
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periodically arise once in time period  
𝜋

𝜔
. If the amplitude of the wave 𝐴 is large 

enough, then the growth and subsequent collapse of vapor-gas bubbles may occur 

in the liquid, which will cause the onset of acoustic cavitation. In this case, the 

cavitation threshold is the minimum value of the acoustic wave amplitude 𝐴∗, with 

which the pressure decreases sufficiently for the cavitation process to begin. 

Experimental studies show that with an increase in the frequency of the acoustic 

wave, there is a tendency for the cavitation threshold to increase, while in the high-

frequency range there is also a significant scatter of the observed values. The 

incubation time criterion, written in the form (2.15) and taking into account the 

temperature dependencies (2.14) and (2.13), allows us to determine the dependence 

𝐴∗(𝜔) by substituting the expression for the pressure in the acoustic wave (2.10) 

into criterion (2.1): 

(
𝐴∗
𝑃𝑐
)
𝛼

=

𝜔𝜏
2

∫ 𝜓(𝜉)𝑑𝜉
𝜔𝜏
2
0

, (2. 11) 

where 𝜓(𝜉) = 𝑠𝑖𝑔𝑛(cos 𝜉)|cos 𝜉 |𝛼 . It is also worth noting that in the resulting 

expression the right-hand side tends to unity under the condition τ→0, which 

means that at an infinitely small value of the incubation time, the cavitation 

strength of the liquid is determined only by the value of the static cavitation 

threshold. 

Besides, it is easy to see that for a certain relationship between the frequency 

of the acoustic wave and the value of the incubation time, the integral on the right 

side of expression (2.11) becomes zero, namely when: 

𝜔𝜏

2
= 2𝜋𝑛, 𝑛 ∈ ℕ.  

In this case, according to formula (2.11), one should expect infinitely large 

values of the acoustic cavitation threshold 𝐴∗ (see Fig. 2.3), which is not observed 
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experimentally. Therefore, to calculate the frequency dependence of the cavitation 

threshold, one can assume that, due to the heterogeneity of the mechanical 

properties of the liquid, the incubation time τ can equally likely take a value from a 

certain interval [𝜏𝑚𝑖𝑛 ;  𝜏𝑚𝑎𝑥 ]. Then the cavitation threshold can be determined 

according to the weak link principle, as the smallest value of all those calculated 

for 𝜏 ∈  [𝜏𝑚𝑖𝑛 ;  𝜏𝑚𝑎𝑥 ] 

 

Figure 2.3 Dependence of the acoustic cavitation threshold on frequency in 

dimensionless form (𝛼 =
1

2
). 

(
𝐴∗
𝑃𝑐
)
𝛼

= min
𝜏∈[𝜏𝑚𝑖𝑛 ; 𝜏𝑚𝑎𝑥 ]

(

𝜔𝜏
2

∫ 𝜓(𝜉)𝑑𝜉
𝜔𝜏
2
0

). (2. 12) 

It was shown earlier that the incubation time value estimate in the form of a certain 

interval can be obtained using the method of sign-perturbed sums. It was shown 

that for the correct use of the SPS method it is necessary that the model function be 

monotonically increasing relative to the control parameter, which in this case is the 
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frequency of the acoustic wave 𝜔. However, it is easy to see that the dependence 

determined by the relation (2.11) is a non-monotonic function, therefore it is 

impossible to estimate the incubation time values directly from the acoustic 

cavitation test data. Therefore, the calculation of the dependence of the threshold 

of acoustic cavitation of water is carried out for the interval of incubation time 

values obtained when processing the test data on the initiation of cavitation by 

shock pulses under spallation conditions. 

 

Figure 2.4 Calculated dependence of the acoustic cavitation threshold for water. 

Calculated curves are solid lines, Esche's curves are dashed lines, points are 

experimental data of other authors. 

The calculation results are presented in Figure 2.4, which supplies a 

comparison of the calculated curves obtained according to (2.12) for the values of 

the incubation time 𝜏 ∈ [15.5; 16.8]𝜇𝑠  and 𝑃𝑐 = 0.15 𝑎𝑡𝑚  together with Esche's 

curves, which he used to designate the range of values of the acoustic cavitation 

threshold. 
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It can be noted that for the calculated curves of the acoustic cavitation threshold, 

there is good qualitative and quantitative agreement with the experimentally 

obtained Esche's curves. It is important that the calculation of the acoustic 

cavitation threshold is made for the same values of incubation time that were 

obtained from the results of tests conducted within the framework of a completely 

different experimental scheme - pulsed loading of water. The non-monotonic 

behavior of the calculated curves shows that the experimentally observed scatter of 

values can be associated not only with the heterogeneity and high mobility of the 

liquid medium, but can also be directly caused by the specifics of the loading 

process. 

While the interval for the incubation time 𝜏  and the value of 𝛼  were the 

same, values for the static cavitation threshold were chosen different: 𝑃𝑐 =

0.15 𝑎𝑡𝑚 for the case of acoustic cavitation and 𝑃𝑐 = 1 𝑎𝑡𝑚  for pulsed cavitation. 

These values correspond respectively to the levels of the lower and upper Esche's 

curves at low frequencies about 1 𝑘𝐻𝑧. Such a scatter of experimentally measured 

values of the static cavitation threshold is apparently associated with the presence 

of metastable states in the liquid under slow excitation. Therefore, to predict the 

frequency dependence of the acoustic cavitation threshold or the dependence of the 

pulsed cavitation threshold on pulse duration, we chose the values of 𝑃𝑐, for which 

the agreement with the experimental data was achieved in the best way. 

2.4  Dependence of the cavitation threshold on temperature and background 

pressure 

In the previous paragraphs, all calculations of the threshold of acoustic and 

pulse cavitation were carried out for constant values of the parameters of the 

incubation time criterion - 𝜏, 𝑃𝑐  and 𝛼 . However, the cavitation properties of a 
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liquid can depend on many factors, such as temperature and background pressure, 

the degree of degassing, the presence of impurities, their concentration and average 

size. However, if we consider a liquid as a homogeneous continuous medium, then 

the key parameters will be only the temperature and background pressure. 

 

Figure 2.5 Interpretation of the cavitation process as a phase transformation from a 

liquid to a gaseous state using the example of a diagram for water. 

Failure of liquid continuity during cavitation is always accompanied by the 

formation of a vapor-gas phase. From this point of view, the phenomenon of 

cavitation can be considered as the transition of a continuous medium from a liquid 

to a vapor state, only not as a result of heating, as in the boiling process, but as a 

result of a local decrease in pressure. In this case, the formation, growth and 

subsequent collapse of vapor-gas bubbles, which is essentially the cavitation of 
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liquids, can occur without any mechanical action, for example, only under heating. 

In this case, the value, by which the liquid temperature must be increased directly 

depends on the background pressure. Thus, to use the incubation time criterion in 

cavitation problems, it is necessary to determine the dependence of the incubation 

time criterion parameters on temperature and background pressure. 

Figure 2.5 shows the liquid-vapor phase equilibrium diagram for water. If 

the current state of the liquid is characterized by pressure and temperature (𝑃0, 𝑇0), 

then to form a new phase, i.e. cavitation, it is necessary to apply an external action 

that locally reduces the pressure to a level determined by the phase equilibrium 

curve. 

Thus, for an arbitrary temperature 𝑇, the value of the static threshold 𝑃𝑐 can 

be defined as the difference between the current value of the pressure in the liquid 

𝑃0 and the corresponding pressure level on the phase equilibrium curve 𝑃𝑝ℎ(𝑇): 

𝑃𝑐(𝑇) = 𝑃0 − 𝑃𝑝ℎ(𝑇). (2. 13) 

For the incubation time, the type of temperature dependence 𝜏(𝑇) can be 

selected based on the following considerations. As noted earlier, the incubation 

time determines a certain characteristic time required for the processes to occur at 

the microstructural level that precede the failure at the macrolevel. An increase in 

temperature increases the mobility of molecules, facilitating the acceleration of the 

processes of structural reorganization at the microlevel. Thus, it can be concluded 

that the value of the incubation time will decrease with an increase in the 

temperature of the liquid medium. Therefore, as a dependence of the incubation 

time on temperature, a relationship of the type proposed by Arrhenius for 

determining the reaction rate dependence on temperature was adopted: 

𝜏(𝑇) = 𝜏0 exp (
𝐺

𝑘𝑇
), (2. 14) 
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where 𝜏0  is the characteristic value of the cavitation incubation time, 𝑘 =

1,3807 × 1023𝐽/𝐾  is the Boltzmann constant, and 𝐺  is the energy required to 

initiate cavitation in a certain elementary volume. It can be assumed that the effect 

of the background pressure 𝑃0  on the value of the incubation time 𝜏  is not as 

significant as the effect of temperature, so as a simple approximation it can be 

neglected. Thus, the incubation time criterion can be written in the following form: 

1

𝜏(𝑇)
∫ (

𝑃(𝜉)

𝑃𝑐(𝑇)
)

𝛼

𝑑𝜉

𝑡

𝑡−𝜏(𝑇)

≤ 1. (2. 15) 

where 𝑃𝑐(𝑇) and 𝜏(𝑇) are determined by relations (2.13) and (2.14). By analogy 

with relation (2.12), one can calculate the temperature dependence of the acoustic 

cavitation threshold for some constant frequency of the ultrasonic wave 𝜔: 

(
𝐴∗(𝑇)

𝑃𝑐(𝑇)
)

𝛼

= min
𝜏(𝑇)∈[𝜏𝑚𝑖𝑛 ; 𝜏𝑚𝑎𝑥 ]

𝜔𝜏(𝑇)
2

∫ 𝜓(𝜉)𝑑𝜉
𝜔𝜏(𝑇)
2

0

. (2. 16) 

Since in this case the range of possible values for 𝜏(𝑇) is unknown, it can be 

determined as follows: 

 

[𝜏𝑚𝑖𝑛 ;  𝜏𝑚𝑎𝑥 ] = [(1 −
𝛿

2
) 𝜏(𝑇); (1 +

𝛿

2
) 𝜏(𝑇)],  

where 𝛿 defines a certain scatter of values. The confidence interval for possible 

values of the incubation time, which was previously obtained using the SPS 

method, turned out to be quite narrow. The deviation of the interval boundary 

values from the average value was not more than 5%. However, with such a value 

of 𝛿, the calculated values of the frequency dependence of the acoustic cavitation 

threshold in the vicinity of frequencies 𝜔𝑛 = 4𝜋𝑛/𝜏, where n is a natural number, 
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go quite far beyond the experimental Esche's band, see Figure 2.4. Therefore, for 

further calculation of the temperature dependence of the cavitation threshold, the 

value of 𝛿 was chosen with a reserve of 20%. 

Figure 2.6 shows the calculated curves of the temperature dependence of the 

acoustic cavitation threshold, calculated for water at different levels of background 

pressure. The calculation was performed for the ultrasound frequency ω=25.5 kHz, 

with the following parameter values 𝜏0 =  3.7 𝜇𝑠 , and 𝐺 = 1475 × 10−23𝐽 . 

Comparison with the experimental data from work [126] showed that the proposed 

method allows one to qualitatively predict a decrease in the cavitation threshold 

with increasing temperature, as well as its increase with increasing background 

pressure. 

 

Figure 2.6 Temperature dependence of the acoustic cavitation threshold in water at 

different values of background pressure. 
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To achieve the best quantitative fit for different values of background pressure 𝑃0, 

different values of activation energy 𝐺 were chosen, which are given in Table 2.1. 

Table 2.1 Dependence of activation energy on background pressure in water 

𝑃0, МПа 5 10 15 20 25 

𝐺, 10−23Дж 1510 1490 1475 1470 1460 

 

Figure 2.7 Temperature dependence of the acoustic cavitation threshold in water 

calculated for different values of background pressure. Calculated curves are solid 

lines, dots are experimental data from [126]. 

The calculation results for variable activation energy are shown in Figure 

2.7. In this case, one can already note a good match between the experimental data 

and the calculated curves. This shows the need to take into account the influence of 

background pressure not only on the value of the static cavitation threshold 𝑃𝑐, but 

also on the value of the incubation time τ, through the dependence of the activation 

energy on the background pressure. 
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Comparison of the obtained results with experimental data showed that the 

proposed method allows one to fairly accurately predict the threshold of acoustic 

cavitation for different values of the ultrasonic wave frequency, as well as the 

parameters of the liquid state – its temperature and background pressure. 

2.5 Influence of ultrasound on phase equilibrium conditions 

The representation of the cavitation phenomenon as a phase transformation 

from a liquid to a vapor state allows, as shown above, not only to effectively 

predict the value of the acoustic cavitation threshold, but also, conversely, to 

evaluate the influence of an ultrasonic wave on the conditions of phase 

equilibrium. Indeed, if an acoustic wave with an amplitude lower than the 

threshold value propagates in a continuous liquid medium, then in this case the 

conditions of phase equilibrium will differ from the initial ones, when the same 

medium is in an unloaded state. 

Let an acoustic wave propagate in a liquid, the amplitude of which is less 

than the threshold value: 

𝑃(𝑇) = 𝐴0 sin𝜔𝑡 , 𝐴0 < 𝐴∗.   

In this case, a local pressure decrease by the value 𝐴0 periodically occurs in the 

medium, but this does not allow us to conclude that at this time instant the 

conditions of phase equilibrium should also be shifted by the value 𝐴0. In order to 

estimate the equilibrium decrease in the pressure level created by an acoustic wave 

with a pressure amplitude of 𝐴0, we can use the relation (2.16). The left-hand side 

of this expression, which depends only on the time profile of the impact and the 

incubation time for a continuous medium, is a value that determines the ratio of the 

threshold amplitude of the sound wave to the static cavitation threshold. In other 
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words, this ratio shows how much greater the amplitude of the acoustic wave 𝐴 

must be than the value by which the background pressure must be lowered under 

equilibrium conditions in order for liquid cavitation to occur. That is, the action of 

an acoustic wave with a threshold amplitude 𝐴∗ is equivalent, from the point of 

view of phase transformation, to an equilibrium decrease in pressure by the value 

of the static cavitation threshold 𝑃𝑐. Thus, expression (2.16) can be rewritten as 

follows: 

(
𝐴0

𝑃𝑒𝑞(𝑇)
)

𝛼

= min
𝜏(𝑇)∈[𝜏𝑚𝑖𝑛 ; 𝜏𝑚𝑎𝑥 ]

𝜔𝜏(𝑇)
2

∫ 𝜓(𝜉)𝑑𝜉
𝜔𝜏(𝑇)
2

0

, (2. 17) 

where 𝑃𝑒𝑞(𝑇)  is the value, by which the background pressure in the liquid at 

temperature 𝑇 decreases on average when an acoustic wave with amplitude 𝐴0 and 

frequency 𝜔 propagates in the liquid. If we consider a liquid, through which the 

acoustic wave with a subthreshold pressure amplitude propagates as a new 

continuous medium, then the conditions of phase equilibrium for it will be 

determined as follows: 

𝑃̃𝑝ℎ(𝑇) = 𝑃𝑝ℎ(𝑇) + 𝑃𝑒𝑞(𝑇), (2. 18) 

where 𝑃̃𝑝ℎ(𝑇) and 𝑃𝑝ℎ(𝑇) are the pressure levels for the phase transformation of a 

continuous medium in the case of the action of an ultrasonic wave and without it, 

respectively. 

Figure 2.8 shows an example of calculation using formulae (2.17) and (2.18) 

of “corrected” phase equilibrium diagrams for water, in which propagates an 

acoustic wave with an amplitude of A0 = 0.25 𝑀𝑃𝑎 and frequency in the range 

𝜔 = 10 − 70 𝑘𝐻𝑧. The results presented in the graph (2.8) show that for a certain 

ratio of the values of the problem parameters the deviation of the phase transition 
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pressure from the standard phase diagram can be significant and reach more than 

half of the wave amplitude A0. 

 

Figure 2.8 “Corrected” phase equilibrium diagrams for water in which an acoustic 

wave with an amplitude of 𝐴0 = 0.25 𝑀𝑃𝑎  and a frequency in the range 𝜔 =

10 − 70 𝑘𝐻𝑧 propagates 

Figure 2.8 shows that the level of influence of the ultrasonic wave on the 

phase equilibrium conditions decreases with increasing wave frequency (with the 

same oscillation amplitude). Within the framework of the model, this can be 

explained by the fact that at low frequencies, the pressure in the acoustic wave 

changes slowly on the scale of the incubation time. In this case, the value 𝑃𝑒𝑞(𝑇) 

tends to the amplitude A0. At high frequencies, the time interval 𝜏 fits almost the 

entire period of oscillations, and the value of 𝑃𝑒𝑞(𝑇) turns out to be insignificant. 

With increasing temperature, the value of the incubation time decreases, and in this 

case, even for high frequencies, the value of 𝑃𝑒𝑞(𝑇) becomes comparable with A0. 
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2.6 Energy consumption analysis of the cavitation bubble collapse 

In problems related to the phenomenon of liquid cavitation, besides 

determining the threshold values of the loading effect, the issue of cavitation 

erosion is particularly important [127]. When a cavitation bubble collapses, a 

strong pulse action occurs, leading to micro fracture of a nearby solid surface, for 

example, the surface of a waveguide in the case of ultrasonic cavitation or a turbine 

blade in hydrodynamic cavitation. Since the number of collapsing bubbles in the 

process of developed cavitation is usually very large, this can ultimately lead to 

significant damage of the surface of a solid body located in the cavitating liquid. 

Experimental studies show that the intensity of the erosive destruction process 

during acoustic cavitation depends on the frequency and amplitude of the 

ultrasonic wave. In the work [128] the authors experimentally measured the 

amplitude of the pulse stress arising during the collapse of a bubble and showed 

that its value increases with an increase in the amplitude or frequency of 

ultrasound. A qualitative explanation of this phenomenon can be obtained by 

analyzing the energy intensity of the cavitation process. During an experimental 

study of acoustic cavitation, M.G. Sirotyuk identified the following scheme for the 

growth and collapse of vapor-gas bubbles [129]. During the action of the stretching 

phase of the ultrasonic wave, the formation and subsequent growth of a vapor-gas 

bubble occurs, which then collapses almost immediately with the onset of the 

action of the compression stage. Thus, it turns out that all the energy accumulated 

during the growth of the vapor-gas bubble is almost instantly released, creating a 

powerful erosive effect. To estimate the amount of energy spent on the formation 

of the bubble and the amount of energy that accumulates until its collapse, one can 

use the technique shown in Section 2.3. 
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The stretching stage of an ultrasonic wave with a frequency 𝜔 corresponds 

to a sinusoidal pulse with a duration 
𝑡0

2
=
𝜋

𝜔
 and an amplitude 𝐴, which is given as 

follows: 

𝑃(𝑡) = [𝐻(𝑡) − 𝐻 (𝑡 −
𝑡0
2
)]𝐴sin (2𝜋

𝑡

𝑡0
). (2. 19) 

After substituting expression (2.19) into criterion (2.1), we can obtain the 

following expression for the threshold values of the amplitude depending on the 

pulse duration: 

(
𝐴∗
𝑃𝑐
)
𝛼

=
1

max
𝑡
∫ [𝐻(𝑡) − 𝐻 (𝑡 −

𝑡0
2)
] (sin (2𝜋

𝜉
𝑡0
))

𝛼

𝑑𝜉
t

𝑡−𝜏

. 
(2. 20) 

The integral on the right side of expression (2.20) cannot be calculated analytically 

in the general case (for example, it was shown earlier that for water the parameter 

α should be chosen equal to ½ ), therefore, for the simplicity of further reasoning, 

it is convenient to take the value of the parameter 𝛼 = 1. In this case, the following 

analytical relationship can be obtained for the threshold pulse amplitude: 

 

𝐴̃∗ =
𝐴∗
𝑃𝑐
=

{
 
 

 
 
𝜋
𝑡̃0
⁄ ,                    𝑡̃0 ≤ 2,

𝜋
𝑡̃0
⁄

sin (𝜋
𝑡̃0
⁄ )

, 𝑡̃0 > 2,
 (2. 21) 

where 𝑡̃0 =
𝑡0

𝜏
 is the normalized pulse duration. We note an interesting feature of 

the obtained dependence for the pulsed cavitation threshold (2.21). If we consider 

it as a function of the corresponding frequency 𝜔̃ =
2𝜋

𝑡̃0
, it turns out that expression 

(2.21) will define the lower envelope of the non-monotonic curve calculated using 
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formula (2.11) for the frequency dependence of the cavitation threshold (see Figure 

2.9). 

 

Figure 2.9 Frequency dependence of the cavitation threshold, continuous line – 

calculation for the entire acoustic wave taking into account the presence of the 

compressive phase, dotted line – calculation with an account of only a single 

stretching pulse. 

In order to calculate the specific energy capacity of the cavitation process, 

one can calculate the amount of energy that an ultrasonic wave manages to transfer 

before time instant 𝑡∗, at which the cavitation bubble appears: 

𝐸1 = ∫
𝑃2(𝜉)

𝜌𝑐

𝑡∗

0

𝑑𝜉, (2. 22) 

where 𝜌 and 𝑐 are the density and velocity of sound propagation in a cavitating 

liquid. The dimensionless time instant of fracture 𝑡̃∗ =
𝑡∗

𝜏
 depending on the 
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parameters of the fracturing pulse can also be calculated using the incubation time 

criterion: 

𝑡̃∗ =

{
 
 

 
 
1

𝜔̃
arccos (1 −

𝜔̃

𝐴̃
),                              𝑡̃0 ≤ 2,

1

2
+
1

𝜔̃
arcsin (

𝜔̃

2𝐴̃

1

sin(𝜔̃ 2⁄ )
) , 𝑡̃0 > 2.

 (2. 23) 

Substituting expressions (2.19) into formula (2.22) and subsequent integration 

allows us to obtain the following expression for the energy accumulated by the 

sound wave before the onset of cavitation: 

𝐸1 =
𝜏𝑃𝑐

2𝐴̃2

2𝜌𝑐
(𝑡̃∗ −

sin(2𝜔̃𝑡̃∗)

2𝜔̃
). (2. 24) 

Thus, after substituting the expression for the fracture time (2.23) into formula 

(2.24), we can calculate the dependence of the amount of energy spent on initiating 

a cavitation bubble on the parameters of the fracturing pulse: its amplitude and 

duration. Figure 2.10 shows a qualitative graph of this dependence in 

dimensionless coordinates. For convenience, the frequency of the corresponding 

ultrasonic wave is used instead of the pulse duration. The energy value is also 

indicated in dimensionless form after normalization by the value 𝐸0 =
𝜏𝑃𝑐

2

2𝜌𝑐
, which 

has the dimension of energy, the value of which is determined by the parameters of 

the cavitating liquid. 

Note that the dependences of the cavitation generation energy on the 

amplitude corresponding to the sections of the surface shown in Figure 2.10 by 

planes 𝜔𝜏 = 𝑐𝑜𝑛𝑠𝑡  in a certain range of low frequencies are not monotonic. 

However, starting from a certain frequency value, this dependence becomes 

monotonically increasing and with a further increase in frequency its nature does 

not change. 
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Figure 2.10 Energy of cavitation onset depending on the pulse amplitude and the 

frequency of the corresponding acoustic wave. 

The obtained dependence of the energy spent on the occurrence of cavitation 

qualitatively agrees with the results of experimental observations [129]. It can also 

be noted that the obtained estimate of the energy intensity of the cavitation process 

is indirectly confirmed by experimental results on measuring the intensity of the 

effects formed during the collapse of cavitation bubbles [128]. 

2.7 Conclusions to Chapter 2  

A method for determining the strength parameters of a material based on the 

method of sign-perturbed sums used to processing the time dependence of strength, 

experimentally observed in tests under pulse loading has been developed. 
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Based on the incubation time criterion, a model has been developed that 

predicts the dependence of the acoustic cavitation threshold on the frequency of the 

ultrasonic wave. 

The calculated curves of the frequency dependence of the acoustic cavitation 

threshold for degassed water showed good qualitative and quantitative agreement 

with the experimentally observed Esche’s curves. The calculation was carried out 

for the values of incubation time found by processing the time dependence of the 

cavitation threshold obtained within the framework of another experimental 

scheme. 

The influence of equilibrium parameters of the continuous medium state – 

temperature and external hydrostatic pressure – on the values of model strength 

parameters is investigated. Temperature dependences for incubation time and 

critical stress are proposed. 

The effectiveness of the proposed models was demonstrated on the example 

of problems related to determining the threshold of acoustic and pulsed cavitation 

of liquids. 

An analytical model has been developed that evaluates the influence of a 

background acoustic ultrasonic field on the phase equilibrium conditions of a 

continuous medium. 

A method is proposed for assessing the energy capacity of the acoustic 

cavitation process, depending on the frequency of the initiating ultrasonic wave. 
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Chapter 3 Peculiarities of continuous media fracture energy 

consumption under high-speed loading 

The growth of the critical stress level with increasing loading rate indicates 

that other properties can also change dramatically when the loading mode is 

changed from low to high-rate loading. One of the key parameters is the energy 

consumption of the fracture process. In this chapter, the energetic characteristics of 

the high-speed impact fracture process of a continuous elastic medium are 

analyzed within the framework of the incubation time approach. 

The results of Chapter 3 were presented in the following papers [116, 117, 

118, 119, 120, 121, 50, 122]. 

3.1 Optimization of energy consumption in fracture by impact of a rigid 

particle on an elastic half-space 

One of the simplest ways to create a high-rate action on an elastic solid 

medium is to impact it with another body of greater stiffness. As a result of the 

impact, tensile stresses are applied to the surface of the solid medium in the 

vicinity of the contact zone, leading to fracture. For spherical and cylindrical 

impactors, Hertz's hypothesis is applicable, according to which the force of the 

contact interaction depends on the depth of penetration of the impactor into the 

solid medium. Using this hypothesis, it is possible to calculate 𝜎(𝑡),  the time 

profile of the fracture stresses that lead to the initiation of surface cracks and initial 

fracture. The amplitude and duration of the impact are determined by the impact 

velocity 𝑉0 and the radius of the spherical particle 𝑅. In the case of impact with a 

cylindrical particle, 𝑅 is the radius of the cylinder base. In this case, the incubation 

time criterion allows us to calculate the values of the load impact characteristics 𝑉0 
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and 𝑅 that correspond to the initiation of threshold fracture pulses on the elastic 

medium: 

 

max
𝑡

∫𝜎(𝑅, 𝑉0, 𝜉)𝑑𝜉

𝑡

𝑡−𝜏

= 𝜎𝑐𝜏, (3. 1) 

where 𝜏 and 𝜎𝑐 are strength parameters of the medium, parameter 𝛼 = 1. 

Impact by spherecal particle 

 

Figure 3.1 General scheme of the impact of a spherical particle on an elastic half-

space. 

The Hertz hypothesis for the contact force P when a spherical particle 

impacts the surface of an elastic half-space (see Figure 3.1) is as follows: 

𝑃(𝑡) = 𝑘𝑏ℎ
3
2(𝑡),  (3. 2) 

where ℎ is the penetration depth of the particle inside the surface, 𝑘𝑏 is a constant 

coefficient whose value is determined by the elastic properties of the half-space, 

Young's modulus 𝐸 and Poisson's ratio 𝜈, and the particle radius 𝑅 
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𝑘𝑏 =
4√𝑅𝐸

3(1 − 𝜈2)
.   

To determine the time dependence of ℎ(𝑡) when the particle interacts with 

the surface after the impact with velocity 𝑉0, it is necessary to solve the equation of 

motion with the following initial conditions: 

{
 
 

 
 𝑚

𝑑2ℎ(𝑡)

𝑑𝑡2
= −𝑃(𝑡) = −𝑘𝑏ℎ

3
2(𝑡)

𝑑ℎ(𝑡)

𝑑𝑡
|
𝑡=0

 = 𝑉0                               

ℎ(0) = 0                                           

 . (3. 3) 

Equation (3.3) is nonlinear and does not have an exact analytical solution, but it 

can be integrated once using a standard technique by multiplying its left and right 

parts by 
𝑑ℎ(𝑡)

𝑑𝑡
. 

1

2
(
𝑑ℎ(𝑡)

𝑑𝑡
)

2

= −
2𝑘𝑏
5𝑚

ℎ
5
2(𝑡) + 𝐶1  

From the initial conditions it can be seen that the integration constant 𝐶1 = 𝑉0. In 

this case, the time dependence of the particle velocity in the contact process is 

determined by the following relation: 

𝑉(𝑡) =
𝑑ℎ(𝑡)

𝑑𝑡
= √𝑉0

2 −
4𝑘𝑏
5𝑚

ℎ
5
2(𝑡) . (3. 4) 

The maximum penetration depth ℎ0 is reached at the moment when 𝑉(𝑡) = 0, so it 

follows from expression (3.4) that 

ℎ0 = (
5𝑉0

2𝑚

4𝑘𝑏
)

2
5

 . (3. 5) 
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Considering relation (3.5) for the maximum depth ℎ0, expression (3.4) can be re-

written as follows 

𝑑ℎ(𝑡)

𝑑𝑡
= 𝑉0

√1 − (
ℎ(𝑡)

ℎ0
)

5
2

 . (3. 6) 

After the separation of the variables and the subsequent integration, we can write 

the following expression that links the process time and the penetration depth: 

𝑡 =
ℎ0
𝑉0
∫

𝑑𝛾′

√1 − (𝛾′)
5
2 

𝛾

0

+ 𝐶2, (3. 7) 

where the dimensionless quantity 𝛾 =
ℎ(𝑡)

ℎ0
. At the initial time 𝑡 = 0 , the 

penetration depth ℎ(0) = 0 , hence the integration constant 𝐶2 = 0 . Let the 

duration of the impact be equal to 𝑡0, then the maximum value of the penetration 

depth ℎ0 will correspond to the time 𝑡 =
𝑡0

2
, and then 𝛾 (

𝑡0

2
) = 1. Then, according 

to relation (3.7), for the approximate calculated value of the definite integral, we 

can obtain the following expression for the duration of the impact: 

𝑡0 = 2
ℎ0
𝑉0
∫

𝑑𝛾′

√1 − (𝛾′)
5
2 

1

0

≈ 2.94
ℎ0
𝑉0
. (3. 8) 

The solution of problem (3.3) can be represented with a high degree of 

accuracy in the following form: 

ℎ(𝑡) = [𝐻(𝑡) − 𝐻(𝑡 − 𝑡0)]ℎ0 sin (
𝜋𝑡

𝑡0
), (3. 9) 
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where 𝐻(𝑡) is the Heaviside function. Tensile stresses resulting from an impact on 

the surface of an elastic half-space can be expressed by the contact force 𝑃(𝑡) and 

the radius of the contact area 𝑎(𝑡) [123]: 

𝜎(𝑡) =
1 − 2𝜈

2

𝑃(𝑡)

 𝜋𝑎2(𝑡) 
 , (3. 10) 

where 

𝑎(𝑡) = (3𝑃(𝑡)(1 − 𝜈2)
𝑅

4𝐸
 )

1
3
. (3. 11) 

Substituting the contact force 𝑃(𝑡) according to Hertz's hypothesis (3.2) into the 

expression obtained by substituting (3.11) into (3.10) gives the following 

expression for the stress pulse: 

𝜎(𝑡) =
1 − 2𝜈

2𝜋

𝑘𝑏
𝑅
 √ℎ(𝑡) . (3. 12) 

Substituting the obtained solution of the motion equation (3.9) into expression 

(3.12) allows us to completely determine the time profile of the tensile stresses that 

initiate the fracture of the elastic half-space: 

𝜎(𝑡) =
1 − 2𝜈

2𝜋

𝑘𝑏
𝑅
 √ℎ0[𝐻(𝑡) − 𝐻(𝑡 − 𝑡0)]√sin (

𝜋𝑡

𝑡0
). (3. 13) 

After substituting of the expression (3.13) into the condition (3.1), the following 

relation is obtained, which establishes the relationship between the parameters of 

the problem at which the threshold fracture pulses occur: 

1 − 2𝜈

2𝜋

𝑘𝑏
𝑅
 √ℎ0max

𝑡
(
1

 𝜏
∫[𝐻(𝜉) − 𝐻(𝜉 − 𝑡0)]√sin (

𝜋𝜉

𝑡0
) 𝑑𝜉

𝑡

𝑡−𝜏

) = 𝜎𝑐 . (3. 14) 
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It is convenient to pass to dimensionless analogues of the main parameters 

of the problem in order to simplify further calculations: 

𝑡̃0 =
𝑡0
𝜏
;         𝑉̃0 =

𝑉0
𝑐𝜌
;          𝑅̃ =

𝑅

𝜏𝑐𝜌
, (3. 15) 

where 𝑐𝜌 is the propagation velocity of longitudinal waves in an elastic medium, 

which is determined by the elastic properties and the density of the medium 𝜌𝑚 as 

follows: 

𝑐𝜌 = √
𝐸(1 − 𝜈)

𝜌𝑚(1 + 𝜈)(1 − 2𝜈)
 . (3. 16) 

Note that the maximum of the integral in expression (3.14) is reached at 𝑡 =

(𝑡0+𝜏)

2
, then, taking into account the notations introduced earlier, it can be rewritten 

as follows: 

𝛼𝑏𝑉̃0

2
5 ∫ [𝐻(𝜉) − 𝐻(𝜉 − 𝑡̃0)]√sin (𝜋

𝜉

𝑡̃0
) 𝑑𝜉

𝑡̃0+1
2

𝑡̃0−1
2

= 1, (3. 17) 

where 𝛼𝑏 is a dimensionless coefficient obtained by substituting the expressions 

for 𝑘𝑏  and ℎ0  into condition (3.14), taking into account that the mass of the 

incident particle 𝑚 = 4/3𝜋𝜌𝑅3 can be expressed by its volume and density: 

𝛼𝑏 =
(1 − 2𝜈)

2𝜋𝜎𝑐
 𝑐𝜌

2
5
 
(𝐸4𝜌)

1
5 (
4

3
(1 − 𝜈2))

4
5

(
5𝜋

3
)

1
5
.  

The expression (3.17) allows us to calculate, for an arbitrary dimensionless impact 

duration 𝑡̃0, the threshold amplitude of the pulse and thus the threshold velocity of 

the impactor 𝑉̃0
∗(𝑡̃0) corresponding to this amplitude. 
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The impact duration 𝑡̃0 can also be expressed in terms of the particle radius 

R and the impact velocity 𝑉0, using expressions (3.5) and (3.8): 

𝑡̃0 =
𝑡0
𝜏
≈ 3.2

1

𝜏
(
𝜋𝜌(1 − 𝜈2)

𝐸
)

2
5 𝑅

𝑉
1
5

.  (3. 18) 

After substituting the dependence 𝑉̃0
∗(𝑡̃0) into expression (3.18), we can calculate 

the threshold particle radius 𝑅̃∗(𝑡̃0), which will also correspond to the threshold 

impact initiated by the impact: 

𝑅̃∗(𝑡̃0) =
𝑡̃0
𝛽𝑏
(𝑉̃0

∗(𝑡̃0))

1
5
,  (3. 19) 

where 𝛽𝑏 is a dimensionless coefficient: 

𝛽𝑏 = 3.2 (𝜋(1 − 𝜈
2)
𝜌𝑐 𝜌
2

𝐸
)

2
5

.  

Thus, expressions (3.17) and (3.19) allow us to calculate the threshold radius 

𝑅̃∗(𝑡̃0) and particle impact velocity 𝑉̃0
∗(𝑡̃0) at which a threshold impact of duration 

𝑡̃0. occurs on the surface of the medium. 

The kinetic energy of the particle allows us to estimate the energy input for 

the fracture initiated by the impact method of energy supply. For the impact of a 

spherical particle, its value is equal to: 

𝑊 =
2

3
𝜋𝜌𝑅3𝑉0

2. (3. 20) 

Substituting the dependencies 𝑅̃∗(𝑡̃0)  and  𝑉̃0
∗(𝑡̃0)  into the energy expression 

allows us to estimate the energy consumption for the initiation of threshold fracture 

pulses as a function of their duration 𝑡̃0: 
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𝑊̃∗(𝑡̃0) =
𝑊(𝑡̃0)

𝑤
= (𝑅̃∗(𝑡̃0))

3

(𝑉̃0
∗(𝑡̃0))

2
,  (3. 21) 

where w=
2

3
𝜋𝜌𝜏3𝑐𝜌

5  is a parameter with the dimension of energy, the value of 

which is determined by the parameters of the elastic medium and the density of the 

impacting particle. 

 

Figure 3.2 The kinetic energy of a spherical particle as a function of the duration of 

a threshold pulse initiated by an impact on the surface of an elastic half-space. 

Figure 3.2 shows the dependence of the kinetic energy of a spherical particle 

on the duration of a threshold pulse occurring on the surface of an elastic half-

space after impact. A notable feature of this dependence is a characteristic 

minimum at pulse durations 𝑡0 close to the value of the incubation time 𝜏. This 

means that the choice of loading mode, in order to minimize the energy 

consumption for fracture, must focus on impact durations close to the incubation 

time. 
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Impact by cylindrical particle 

 

Figure 3.3 General scheme of the impact of a cylindrical particle on an elastic half-

space. 

A seemingly simpler case is observed when a half-space is impacted by a 

rigid cylindrical particle (see Figure 3.3), for which Hertz's hypothesis for the 

contact force 𝑃 is as follows: 

𝑃(𝑡) = 𝑘𝑐ℎ(𝑡),  (3. 22) 

where ℎ is the penetration depth of the particle inside the surface, 𝑘𝑐 is a constant 

coefficient whose value is also determined by the elastic properties of the half-

space, Young's modulus 𝐸 and Poisson's ratio 𝜈, and the base radius 𝑅 

𝑘𝑐 =
2𝑅𝐸

1 − 𝜈2
.   

To find the time dependence of the penetration depth of the impactor into the half-

space, it is again necessary to solve the equation of motion with similar initial 

conditions: 
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{
 
 

 
 𝑚

𝑑2ℎ(𝑡)

𝑑𝑡2
= −𝑃(𝑡) = −𝑘𝑐ℎ(𝑡)

𝑑ℎ(𝑡)

𝑑𝑡
|
𝑡=0

 = 𝑉0                             

ℎ(0) = 0                                         

 . (3. 23) 

For the cylindrical particle, the equation (3.23) has a simple analytical solution: 

ℎ(𝑡) = ℎ0 sin (𝜋
𝑡

𝑡0
) , (3. 24) 

where the contact time 𝑡0 and the maximum penetration depth ℎ0 are defined as 

follows: 

ℎ0 = 𝑉0√
𝑚

𝑘𝑐
,  

(3. 25) 

𝑡0 = 𝜋√
𝑚

𝑘𝑐
 . (3. 26) 

For the cylinder impact, the contact area value does not depend on time and 

is determined only by the radius 𝑅. Therefore, the maximum tensile stresses can be 

calculated using the formula [123]: 

𝜎(𝑡) =
1 − 2𝜈

2

𝑃(𝑡)

 𝜋𝑅2 
 ,     𝑟 → 𝑅 + 0.  (3. 27) 

After substituting the expression for the impact pulse (3.27) into the criterion (3.1), 

taking into account that the maximum of the integral is also reached at the 

time  𝑡 =
(𝑡0+𝜏)

2
, we obtain the following relationship between the parameters of 

the problem in the case of threshold impacts: 
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𝛼с𝑉̃0 ∫ [𝐻(𝜉) − 𝐻(𝜉 − 𝑡̃0)] sin (𝜋
𝜉

𝑡̃0
) 𝑑𝜉

𝑡̃0+1
2

𝑡̃0−1
2

= 1, (3. 28) 

where 𝛼𝑐 is a dimensionless coefficient obtained by assuming that the volume of 

the cylindrical particle is equal to the volume of the spherical particle, that is, the 

cylinder height 𝐻 =
4

3
𝑅: 

𝛼𝑏 =
(1 − 2𝜈)𝑐𝜌

2𝜎𝑐
 √

8𝐸𝜌

3𝜋(1 − 𝜈2)
.  

Таким образом, выражение (3.28)  также позволяет вычислить пороговую 

скорость цилиндрического ударника 𝑉̃0
∗(𝑡̃0).для произвольной безразмерной 

длительности воздействия 𝑡̃0 . Соответствующее значение порогового 

радиуса 𝑅̃∗(𝑡̃0)  можно вычислить аналогичным образом, как и в случае 

сферического ударника: 

Thus, expression (3.28) also allows us to calculate the threshold velocity of the 

cylindrical impactor 𝑉̃0
∗(𝑡̃0)  for any dimensionless impact duration 𝑡̃0 . The 

corresponding value of the threshold radius 𝑅̃∗(𝑡̃0) can be calculated in the same 

way as for a spherical impactor: 

𝑅̃∗(𝑡̃0) =
𝑡̃0
𝛽𝑐
,  (3. 29) 

with 𝛽𝑐 being a nondimensional factor: 

𝛽с = 𝜋𝑐𝜌√
2𝜋

3

𝜌(1 − 𝜈2)

𝐸
.  

Note that for the cylindrical impactor, there is a one-to-one correspondence 

between the base radius and the pulse duration, and between the impact velocity 
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and the fracture pulse amplitude. In the case of the spherical impactor, the impact 

velocity influences on not only the amplitude but also the duration. 

Since the volume of the cylinder was chosen to be equal to that of the 

sphere, the energy dependence of the impact load can be calculated by substituting 

the new expressions for 𝑉̃0
∗(𝑡̃0) and 𝑅̃∗(𝑡̃0) into equation (3.21). 

 

Figure 3.4 Dependence of the kinetic energy of the cylindrical particle on the 

duration of a threshold pulse initiated by an impact on the surface of an elastic 

half-space. 

The threshold energy dependence shown in Figure 3.4 has no local 

minimum, unlike the case of the spherical impactor, and the energy input tends to 

zero as the particle radius decreases. In order to find the reasons for such a 

fundamental difference observed in these two cases, it is necessary to investigate 

another intermediate shape of the impactor, which in limit cases may correspond to 

a cylinder or a sphere. 



97 

 

Impact by a particle in the form of a revolution surface 

The main difference between the contact conditions of the spherical particle 

and the cylindrical particle is the non-stationary contact surface, which leads to the 

existence of optimal impact durations in terms of energy consumption. In order to 

verify this assumption, we have considered another case of the impact by a particle 

whose contact surface is a rotation figure of an exponential function curve given by 

the following equation: 

𝑧 = 𝐵𝑟4  (3. 30) 

To make the mass of such an impactor equal to the mass of the spherical one, the 

coefficient 𝐵 should be set equal to 𝐵 =
2

𝑅3
. 

According to Staermann's theory of quasi-static impact, the pressure 

distribution in the contact area can be calculated by the formula: 

𝑝(𝑟) =
5

3
((
𝑟

𝑎
)
2

+
1

2
)√1 − (

𝑟

𝑎
)
2 𝑃

𝜋𝑎2
 ,            𝑟 ∈ [0, 𝑎].  (3. 31) 

Using the solution of the Businesq’s problem of a concentrated force, we can 

determine that the maximum tensile stresses will be radial stresses, which are 

found by the same formula as in the case of the spherical particle impact: 

𝜎(𝑡) =
1 − 2𝜈

2

𝑃(𝑡)

 𝜋𝑎2(𝑡) 
 ,  

where the radius 𝑎(𝑡) of the contact area and the contact force 𝑃(𝑡) are calculated 

as follows: 

𝑎(𝑡) = (
15(1 − 𝜈)2

64 𝐸
+
𝑃(𝑡)

𝐵
)

1
5

,  (3. 32) 
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𝑃(𝑡) = 𝑘(ℎ(𝑡))
5
4, 𝑘 =

8𝐸

1 − 𝜈2
(
3

2𝐴
)

1
4
(
1

5
)

5
4
.  (3. 33) 

The solution of the corresponding equation of motion can be written in the 

standard form 

ℎ(𝑡) = ℎ0 sin (𝜋
𝑡

𝑡0
) , 

 

for which, the pulse duration 𝑡0  and the maximum penetration depth ℎ0  are 

determined accordingly: 

ℎ0 = (
9

8

𝑚𝑉0
2

𝑘
)

4
9

,  (3. 34) 

𝑡0 =
ℎ0
𝑉0

8√𝜋

9

Γ(4/9)

Γ(17/19)
 , (3. 35) 

where 𝛤(𝑥) is the Euler Gamma function. 

The use of the incubation time criterion allows us to obtain a similar 

condition for determining the threshold velocity 𝑉̃0
∗(𝑡̃0) as a function of the loading 

pulse duration. Substituting the expression for the fracture pulse (3.12) into the 

criterion (3.1), taking into account relations (3.32) - (3.35), we obtain the following 

expression: 

𝛼𝑟𝑠𝑉̃0

2
3 ∫ [𝐻(𝜉) − 𝐻(𝜉 − 𝑡̃0)] (sin (𝜋

𝜉

𝑡̃0
))

3
4
𝑑𝜉

𝑡̃0+1
2

𝑡̃0−1
2

= 1, (3. 36) 

where the dimensionless coefficient 𝛼𝑟𝑠 is determined by the problem parameters 

as follows: 
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𝛼𝑟𝑠 =
(1 − 2𝜈)

2𝜋𝜎𝑐
 𝑐𝜌

2
3
 
(
8𝐸

1 − 𝜈2
)

2
3
(
3

2
 𝜋𝜌)

1
3
((
1

5
)
5

(
8

15
)

3
2 3

2
)

1
15

2
1
9.  

To calculate the threshold for the radius 𝑅̃∗(𝜆) we use the equation 

𝑅̃∗(𝑡̃0) =
𝑡̃0
𝛽𝑐
𝑉̃0

1
9(𝑡̃0),  (3. 37) 

where 

𝛽 =
8√𝜋

9
(
𝑐𝜌
2 𝜌

𝐸
)

8
9 Γ(4/9)

Γ(17/19)
(5

5
4  
1 − 𝜈2

8
𝜋 )

4
9

2
1
9.  

 

Figure 3.5 Dependence of the kinetic energy of the particle with a contact 

surface profile given by the function z=Br^4 on the duration of a threshold pulse 

initiated by an impact on the surface of an elastic half-space. 

A similar dependence of energy consumption under impact loading can be 

calculated by substituting the expressions for 𝑉̃0
∗(𝑡̃0)  and 𝑅̃∗(𝑡̃0) , determined 
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according to (3.36) and (3.37), into formula (3.21). The resulting dependence of 

the kinetic energy on the threshold pulse duration is shown in Figure 3.5. As in the 

case of the spherical impactor, it has the same local minimum for the fracture pulse 

durations, which values is around 𝜏. 

A more general case was analyzed in [124], where the latter problem was 

investigated in a more general formulation. The contact surface was given by 

equation: 

𝑧 = 𝐵1−𝜆𝑟𝜆,  (3. 38) 

where 𝐵 is a constant of length dimension and the shape parameter 𝜆 > 1. This 

choice of equation is due to the fact that in the limiting case as 𝜆 → ∞ the shape of 

the contact surface tends to be cylindrical, while for values 𝜆~2 its shape is close 

to spherical. It turned out that there is a critical value 𝜆∗ = 5.5 which determines 

the type of dependence of the threshold energy on the fracture pulse duration: 

{
 
 

 
 𝑊̃

∗(𝑡̃0)
𝑡̃0→0
→  ∞,                𝜆 < 𝜆∗

𝑊̃∗(𝑡̃0)
𝑡̃0→0
→  𝑐𝑜𝑛𝑠𝑡, 𝜆 = 𝜆∗

𝑊̃∗(𝑡̃0)
𝑡̃0→0
→  0,                  𝜆 > 𝜆∗

   

In other words, for 𝜆 < 5.5 the dependence of the threshold energy on the 

impact duration has a local minimum, as in the case of the spherical impactor, and 

for 𝜆 > 5.5 the value of the threshold energy tends to zero as the impact duration 

decreases, as in the case of the cylindrical impactor. The results obtained show the 

need for additional research to determine the nature of this critical value 𝜆∗  = 5.5, 

since at first sight it may seem to be some universal value, since all calculations of 

the threshold energy have been performed in dimensionless form. 
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3.2 Peculiarities of dynamic impact loading. Supersonic and subsonic 

interaction 

One of the key factors in the contact interaction of the impactor with an 

elastic medium is the velocity of the contact region boundary, and its ratio to the 

velocity of longitudinal waves in the elastic medium is also of fundamental 

importance. For example, it has been shown in [125] and [126] that under dynamic 

contact conditions, a supersonic stage can be observed in which the contact region 

grows faster than the propagation of elastic waves caused by the contact 

interaction. Later, in [127], Borodich gave a proof based on geometric 

considerations that for any convex smooth surface, in particular for a spherical 

surface, there are always two stages of contact interaction: supersonic and 

subsonic. In the first stage, the growth rate of the contact boundary exceeds the 

speed of longitudinal waves in the elastic medium, and conversely, in the second 

stage, the boundary grows slower than the propagation speed of the interaction 

signal. Let the time moment 𝑡∗  correspond to the transition of the contact 

interaction process from the supersonic to the subsonic stage. 

Then it can be assumed that the application of the Hertz and Staermann 

approaches is justified only at 𝑡 > 𝑡∗, since they were proposed for quasi-static 

equilibrium conditions. Therefore, for a more correct analysis of the threshold 

energy, a different contact interaction condition should be used for the supersonic 

stage when 𝑡 < 𝑡∗. In the following analysis, we use the solution of the dynamic 

contact problem obtained by Borodich on the basis of general principles that have 

also been used by other researchers of dynamic contact problems with moving 

boundaries [128], [129], [130]. 
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Supersonic stage 

The influence of the consideration of the supersonic stage on the 

peculiarities of the threshold energy behavior is studied for the contact surface, the 

shape of which is given by equation (3.38): 

𝑧 = 𝐵1−𝜆𝑟𝜆. 

In this case, the area of the contact zone 𝑆 depends on the penetration depth ℎ as 

follows: 

𝑆(ℎ) = 𝜋𝐵
2−
2
𝜆
 
𝑟
2
𝜆.  (3. 39) 

In [124] it was shown that if we represent a particle as a generalized ellipsoid 

whose surface in the contact region is described by equation (3.38), then in this 

case the mass of the particle should be calculated as follows 

𝑚 =
4𝜋

3
𝐵3𝜌1𝜆

−
𝜆+2
𝜆−1Γ (

2

𝜆
) Γ (

1

𝜆
) Γ (

3

𝜆
)
−1

,  (3. 40) 

where 𝜌1 is the particle density. 

According to the solution proposed by Borodich [127], the time dependence 

of the penetration depth can be expressed implicitly: 

𝑡(ℎ) = ∫
𝑑ℎ′

𝑉0 −
𝜌𝑐𝜌𝜋
𝑚𝜇

𝐵3−𝜇 ℎ′𝜇
,

ℎ

0

 

𝜇 =
𝜆 + 2

𝜆
, 1 < 𝜇 < 3,  

(3. 41) 

where, as before, 𝑉0  is the initial velocity of the impactor, 𝑐𝜌  is the velocity of 

propagation of the elastic wave, and 𝜌 is the density of the elastic medium. After a 
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series of algebraic transformations, expression (3.41) can be rewritten in the 

following form: 

𝑡(ℎ) =
ℎ𝑠
𝑉0
∫

𝑑𝜉 

1 − 𝜉𝜇
,

ℎ
ℎ𝑠

0

 

ℎ𝑠 = 𝐵(
𝜇𝑚𝑉0
𝜌𝑐𝜌𝜋

𝐵−3)

1/𝜇

.  

(3. 42) 

The expression (3.42) implicitly defines a function 𝐹𝜇(𝛾)  that relates the 

penetration depth ℎ to the time 𝑡: 

𝐹𝜇(𝛾) = ∫
𝑑𝜉 

1 − 𝜉𝜇
,

𝛾

0

 0 < 𝛾 < 1. (3. 43) 

It is important to note that 𝐹𝜇  (𝛾) is a monotonically increasing function 

from zero to infinity for all values 1 < 𝜇 < 3 at 0 < 𝛾 < 1. This allows us to state 

that for each specific shape of the impactor there will exist an inverse function 𝐹𝜇
−1 

that determines the time dependence of ℎ(𝑡). Thus, the contact interaction between 

a convex impactor and an elastic half-space in the supersonic phase is determined 

according to the following relationship: 

ℎ𝑑(𝑡) = ℎ𝑠𝐹𝜇
−1 (

𝑉0
ℎ𝑠
𝑡). (3. 44) 

Then, the impact velocity 𝑉𝑑  (𝑡) and the contact force 𝑃𝑑(𝑡) can be defined as 

follows: 

𝑉𝑑(𝑡) = ℎ̇𝑑(𝑡), 

𝑃𝑑(𝑡) = 𝜌𝑐𝜌𝜋𝑉𝑑(𝑡)𝐵
2 (
ℎ𝑑(𝑡)

𝐵
)

𝜇−1

. 
(3. 45) 
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The end time of the supersonic stage 𝑡∗ can be found based on the equality 

condition between the propagation velocity of the contact region boundary and the 

longitudinal wave velocity 𝑐𝜌 , and calculated as a solution of equation: 

𝑎 ̇ (𝑡∗) = 𝑐𝜌 = √
𝐸

𝜌
.  (3. 46) 

For the chosen shape of the impactor, the left part of equation (3.46) can be 

rewritten as follows: 

𝑎 ̇ (𝑡∗) =
1

𝜆
(ℎ𝑑(𝑡∗))

1
𝜆
−1
𝐵
𝜆−1
𝜆 𝑉0 (1 − (

ℎ𝑑(𝑡∗)

ℎ𝑠
)

𝜇

) = √
𝐸

𝜌
.  (3. 47) 

Thus, equation (3.47) allows us to estimate the transition time 𝑡∗  and, 

consequently, to calculate the boundary values of the penetration depth ℎ∗ =

ℎ𝑑(𝑡∗), the contact radius 𝑎∗ = 𝑎𝑑(𝑡∗), and the impactor velocity 𝑉∗ = 𝑉𝑑(𝑡∗). It 

can also be noted that 𝑡∗ → 0 as 𝜌 → 0, which means that there is no supersonic 

stage for an elastic medium with infinite longitudinal wave propagation velocity. 

It should be noted that there is no exact analytical solution for the stresses 

generated by the impact during the supersonic phase. Therefore, at this stage, only 

a numerical evaluation of the threshold energy is possible, which significantly 

complicates the overall calculation algorithm. 

Subsonic stage. Staermann's solution 

The contact interaction in the subsonic stage at 𝑡 > 𝑡∗  can be described 

according to the Staermann approach in the same way as in [124]: 
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𝑃𝑞𝑠(𝑡) = 𝑘1 (ℎ𝑞𝑠(𝑡))

𝜆+1
𝜆
,  (3. 48) 

where 

  𝑘1 =
𝐸

1 − 𝜈2
𝐵
𝜆−1
𝜆
2
2
𝜆𝜆
𝜆−1
𝜆

𝜆 + 1
Γ (
𝜆

2
)
−
2
𝜆
Γ(𝜆)

1
𝜆. 

The time dependence of the penetration depth at the loading stage can be found 

from the solution of the equation of motion with appropriate initial conditions 

defined at the supersonic interaction stage: 

{
 
 

 
 𝑚

𝑑2ℎ𝑞𝑠(𝑡)

𝑑𝑡2
= −𝑃𝑞𝑠(𝑡) = −𝑘1ℎ𝑞𝑠

𝛽 (𝑡),   𝛽 =
𝜆 + 1

𝜆
𝑑ℎ𝑞𝑠(𝑡)

𝑑𝑡
|
𝑡=𝑡∗

 = 𝑉∗                                                         

ℎ𝑞𝑠(𝑡∗) = ℎ∗                                                                   

 . (3. 49) 

As in the case of the spherical impactor, equation (3.49) does not have an 

analytical solution, but can be integrated by multiplying both parts by 
𝑑ℎ𝑞𝑠

𝑑𝑡
: 

𝑚

2
(𝑉𝑞𝑠

2 − 𝑉∗
2) = −

𝑘1
𝛽 + 1 

(ℎ𝑞𝑠
𝛽+1

− ℎ∗
𝛽+1
) . (3. 50) 

Substituting 𝑉𝑞𝑠 = 0  in relation (3.50) allows us to calculate the maximum 

penetration depth ℎ0: 

ℎ0 = (
(𝛽 + 1)𝑚𝑉∗

2

2𝑘1
+ ℎ∗

𝛽+1
)

1
𝛽+1

 . (3. 51) 

Formal integration of expression (3.50) allows us to write down the following 

relation for the time dependence of the penetration depth ℎ𝑞𝑠(𝑡∗)  during the 

subsonic stage: 
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∫ 𝑑𝑡
𝑡

𝑡∗

= 𝑡 − 𝑡∗ = Δ𝑡 = ℎ0√
𝑚(𝛽 + 1)

2𝑘1ℎ0
𝛽+1

𝑈𝛽 (
ℎ𝑞𝑠
ℎ0
),  (3. 52) 

where 

𝑈𝛽 (
ℎ𝑞𝑠
ℎ0
) = ∫

𝑑𝜉 

√1 − 𝜉𝛽+1

ℎ𝑞𝑠
ℎ0

ℎ∗
ℎ0

. 

Thus, expression (3.52) allows us to estimate the time interval 𝑡𝑞𝑠 during which the 

penetration depth reaches its maximum value ℎ0: 

∫ 𝑑𝑡
𝑡0

𝑡∗

= 𝑡0 − 𝑡∗ = 𝑡𝑞𝑠 = ℎ0√
𝑚(𝛽 + 1)

2𝑘1ℎ0
𝛽+1

𝑈𝛽(1),  (3. 53) 

where 𝑡0  is the duration of the loading phase. Taking into account expression 

(3.51), we can rewrite (3.53) in the following form: 

𝑡0 = 𝑡∗ +
ℎ0
𝑉∗
√1 −

2𝑘1ℎ∗
𝛽+1

(𝛽 + 1)𝑚𝑉∗
2 + 2𝑘1ℎ∗

𝛽+1
𝑈𝛽(1),  (3. 54) 

During unloading, when the impactor moves in the opposite direction, there 

is no supersonic stage. Therefore, to find the contact interaction conditions, it is 

necessary to solve the equation of motion (3.49) again with new boundary 

conditions: 

{
 
 

 
 𝑚

𝑑2ℎ𝑞𝑠(𝑡)

𝑑𝑡2
= −𝑃𝑞𝑠(𝑡) = −𝑘1ℎ𝑞𝑠

𝛽 (𝑡),   𝛽 =
𝜆 + 1

𝜆
𝑑ℎ𝑞𝑠(𝑡)

𝑑𝑡
|
𝑡=𝑡0

 = 0                                                         

ℎ𝑞𝑠(𝑡0) = ℎ0                                                                   

 . (3. 55) 

The first integration of equation (3.55) allows us to determine the velocity of the 

impactor in the reverse direction during unloading. 
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𝑑ℎ𝑞𝑠(𝑡)

𝑑𝑡
= √

2𝑘1ℎ0
𝛽+1

𝑚(𝛽 + 1)
√1 − (

ℎ𝑞𝑠(𝑡)

ℎ0
)

𝛽+1

 . (3. 56) 

Therefore, the contact end time 𝑡∗∗ can be calculated as follows: 

𝑡∗∗ − 𝑡0  = ℎ0√
𝑚(𝛽 + 1)

2𝑘1ℎ0
𝛽+1

∫
𝑑𝜉 

√1 − 𝜉𝛽+1

1

0

,  (3. 57) 

It should also be noted that the duration of the unloading process 𝑡∗∗ − 𝑡0 exceeds 

the duration of the loading phase 𝑡0, because 

ℎ0√
𝑚(𝛽 + 1)

2𝑘1ℎ0
𝛽+1

∫
𝑑𝜉 

√1 − 𝜉𝛽+1

1

0

> 𝑡∗.   

Design of a continuous solution for the supersonic and subsonic stages 

The time dependencies of the penetration depth and the impactor velocity in 

the supersonic and subsonic phases are continuous functions by virtue of the 

conditions for the construction of the defining relations obtained on the basis of the 

Borodich solution and the quasi-static Staermann approximation. However, due to 

the fundamental difference between these approaches for the time dependence of 

the contact zone radius, the transient moment 𝑡∗ is a first-order breakpoint, which 

is in contradiction with the physics of the process. Therefore, to construct a 

continuous solution, it is necessary to introduce a smoothing function 0 ≤ 𝜒(𝑡) ≤

1 on the interval [0.95𝑡∗; 1.05𝑡∗], which ensures a continuous transition from the 

supersonic to the subsonic stage: 

𝜒(𝑡) = {
1, 0 < 𝑡 < 0.95𝑡∗,
0,                 1.05𝑡∗ > 𝑡.

 (3. 58) 
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This function can be used to link expressions not only for the radius of the 

contact zone 𝑎(𝑡), but also for the contact force 𝑃(𝑡): 

𝑎(𝑡) = 𝑎𝑑(𝑡)𝜒(𝑡) + 𝑎𝑞𝑠(𝑡)(𝜒(𝑡) − 1), 0 < 𝑡 < 𝑡∗∗, 

𝑃(𝑡) = 𝑃𝑑(𝑡)𝜒(𝑡) + 𝑃𝑞𝑠(𝑡)(𝜒(𝑡) − 1), 0 < 𝑡 < 𝑡∗∗. 
(3. 59) 

In addition, the same function 𝜒(𝑡) allows us to approximate the mean pressure in 

the contact zone: 

𝑝0(𝑡) =
𝑃𝑑(𝑡)

𝜋𝑎𝑑
2(𝑡)

𝜒(𝑡) +
𝑃𝑞𝑠(𝑡)

𝜋𝑎𝑞𝑠
2 (𝑡)

(𝜒(𝑡) − 1), 0 < 𝑡 < 𝑡∗∗. (3. 60) 

The solution proposed by Borodich does not include a special estimation of 

the surface stresses for the supersonic case, so in a first approximation we can use 

the same method as for the subsonic case. In this case, the pressure distribution in 

the contact area is calculated as follows: 

𝜎𝑧(𝑟0, 𝑡) = 𝑝(𝑟0, 𝑡) =
𝜆 + 1

2
𝑝0(𝑡)∫ (𝑟0

2 + 𝜉2)𝑑𝜉
√1−𝑟0

2

0

, (3. 61) 

where 𝑟0 = 𝑟0(𝑟, 𝑡) =
𝑟

𝑎(𝑡)
 is a dimensionless coordinate. The expression for radial 

ultimate stresses can be approximated in a similar manner: 

𝜎𝑟(𝑟0, 𝑡) =

{
 
 

 
 𝑝(𝑟0, 𝑡) +

1 − 2𝜈

𝑟0
2 ∫ 𝜂𝑝(𝜂)𝑑𝜂,

𝑟0

0

    𝑟0 ≤ 1,

1 − 2𝜈

𝑟0
2 ∫ 𝜂𝑝(𝜂)𝑑𝜂,

1

0

                        𝑟0 > 1.

 (3. 62) 

The maximum radial stress occurs at the contact boundary when 𝑟0 = 1: 

𝜎𝑟(1, 𝑡) = (1 − 2𝜈)∫ 𝜂𝑝(𝜂)𝑑𝜂
1

0

=
(1 − 2𝜈)𝑃(𝑡)

2𝜋𝑎2(𝑡)
. (3. 63) 
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Thus, for any time during the contact interaction, the expressions (3.60), (3.61) and 

(3.63) allow us to approximate the maximum level of the fracture stresses at the 

surface of the elastic medium. In this case, at the edges of the interaction time 

interval, the solution will be exact, since it is constructed on the basis of the 

Borodich exact solution for the supersonic stage, and on the basis of the quasi-

static Staermann approach for the subsonic stage. 

It should also be noted that expression (3.61) defines the maximum failure 

stresses at different points of the half-space surface for each instant of time. 

Therefore, the result of using this expression in the incubation time criterion as a 

time profile of the loading action will be a lower estimate of the threshold 

amplitude. 

Threshold energy calculation 

As in the previous cases, the thresholds of the problem parameters are 

calculated using the incubation time criterion. However, the obtained expression 

(3.63) does not allow us to calculate the time dependence of the fracture stresses in 

an explicit form. Therefore, to determine the threshold impact velocity 𝑉0
∗  as a 

function of the impact duration 𝑡∗∗ , it is convenient to introduce the following 

function: 

Υ𝑡∗∗(𝑉0) =
1

𝜏𝜎𝑐
max
𝑡∈[0,𝑡∗∗]

(∫ 𝜎(𝜉)𝑑𝜉
𝑡

𝑡−𝜏

) − 1. (3. 64) 

The function 𝛶𝑡∗∗(𝑉0) can be used in the iterative algorithm to find the threshold 

velocity 𝑉0
∗  with the required accuracy 𝛿 > 0 , because by definition it has the 

following property: 
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Υ𝑡∗∗(𝑉0) = {

> 0, 𝑉0 = 𝑉0
∗ + 𝛿,

≡ 0, 𝑉0 = 𝑉0
∗,        

< 0, 𝑉0 = 𝑉0
∗ − 𝛿.

 (3. 65) 

The formal steps of the algorithm to calculate the threshold velocity are 

summarized in Table 3.1 Formal steps of the procedure to determine the threshold 

velocity 𝑉0
∗. 

Table 3.1 Formal steps of the procedure for determining the threshold velocity 𝑽𝟎
∗  

for a given pulse duration 𝒕∗∗ 

1. For some value of the pulse duration 𝑡∗∗ , determine the initial 

approximation of the threshold velocity 𝑉𝑝 using the quasi-static solution 

(see [124]). 

2. Set the interval of test values in some steps 

𝑉𝛿 = [𝑉𝑝 − 𝛿, 𝑉𝑝 + 𝛿], 

which probably includes the desired value 𝑉0
∗. 

3. Using the equations from Section 3.2, determine the time dependence of 

the stresses for each value of 𝑉𝛿 . 

4. For each value of 𝑉𝛿 , compute the function 𝛶𝑡∗∗(𝑉0) . Using property 

(3.65), define a new, narrower interval for trial values 

5. Repeat steps 2-4 to obtain the desired value of 𝑉0
∗  with the required 

accuracy. 

6. Calculate the value of the threshold energy 𝑊 for the value of 𝑉0
∗ found. 

The computational complexity of the proposed algorithm does not allow us 

to obtain the dependence of the threshold energy 𝑊 on the pulse duration 𝑡∗∗ with 

a good degree of discretization. Therefore, calculations of the threshold velocity 

and then the threshold energy were performed for a limited set of values of 𝑡∗∗.. 
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Figure 3.6 shows the results of the calculations for different values of the 

parameter 𝜆 < 𝜆∗ = 5.5 at different density ratios of the elastic medium and the 

impactor. The gabbro-diabase with the following parameter values 𝐸 =

6.2 × 109𝑃𝑎, 𝜈 = 0.26, 𝜎𝑐 = 44.04 × 10
6𝑃𝑎 was chosen as the elastic medium. 

The value of the impactor density was chosen to be 𝜌1 = 2400 𝑘𝑔/𝑚
3. 

 

Figure 3.6 Threshold energy as a function of impact duration for different elastic 

medium and impactor density ratios at 𝜆 = {2,3,4,5}. 
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The calculations show that as the contact time increases, the values of the 

threshold energy, taking into account the presence of the supersonic stage, tend to 

the values calculated in the quasi-static approximation, which in Figure 3.6 

corresponds to the solid curve obtained at 𝜌 = 0. However, as the contact time 

decreases, the value of the threshold energy begins to rapidly approach zero, and 

the lower the velocity of the elastic wave propagation, the faster the value of the 

threshold energy decreases. 

It should be noted that taking into account the supersonic stage of the contact 

interaction leads to a decrease of the threshold energy at values of the parameter 

𝜆 < 𝜆∗ . Thus, the previously found value 𝜆∗ = 5.5  is critical one only in the 

framework of quasi-static analysis. 

3.3 Optimization of energy consumption in the technology of ultrasonically 

assisted processing of materials 

The previously described dependence of the energy consumption of the 

fracture process on the impact duration can be used to explain the effectiveness of 

the technology of ultrasonically assisted (UA) processing of materials. It should be 

noted that high-frequency vibrations are widely used in various applied 

technologies, in particular, ultrasound is used for cleaning and degreasing of 

machine parts, intensification of chemical reactions, degassing and structuring of 

melts, as well as in many types of mechanical processing of metals. In this 

paragraph, we will consider the reasons related to ultrasonic assisted turning or 

drilling of solids. 

Ultrasonic vibrations strongly affect the behavior of the material during the 

technological process: there is a significant reduction in the force applied during 

machining, and the quality of the cut surface is improved [131, 132, 133]. For 
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example, it has been observed that the overlap of ultrasonic vibrations in the tool 

direction during turning or drilling, leads to a significant reduction in the force 

applied to the tool. This effect makes it possible to produce parts from high-

strength, difficult-to-machine materials that are difficult or even almost impossible 

to treat using conventional methods [134]. 

One of the main ways to study the ultrasonic assisted process is numerical 

modeling using the finite element method, which allows to directly describe the 

interaction between the cutting tool and the processed material. Due to the 

complexity of the geometry of the process zone and the kinematics of the chip 

formation process, it is necessary to use models that take into account the three-

dimensional nature of the cutting force, the stress-strain state and also the 

temperature field to study even the traditional cutting process [135]. Often, 

computational schemes assume that chip separation occurs along some 

predetermined surfaces, which can significantly limit the volume of material to be 

described. Therefore, a number of computational schemes have used a different 

mechanism for the formation of a new surface [136], which is related to the 

formation of new features due to large deformations resulting from the penetration 

of the tool into the material being machined. Among other things, finite element 

analysis can take into account the interaction of thermal and mechanical processes 

in the cutting zone [137]. 

There are several hypotheses that qualitatively explain the intensification of 

the fracture process in the presence of additional ultrasonic vibrations, the most 

important of which can be attributed to a change in the effective deformation 

properties of the material or a decrease in the friction between the tool and the 

processed material. However, the previously obtained evaluation of the threshold 

energy input for the fracture of the elastic material by the solid particle impact 

gives a fundamentally different explanation of the effectiveness of the ultrasonic 
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assisted processing of materials. It can be assumed that the addition of ultrasonic 

vibrations transforms the material processing into a shock-pulse mode [138], 

which, as it was shown earlier, reduces the energy consumption of the fracture 

process. 

Ultrasonically assisted turning of Inconel 718 

The analysis of the energy consumption of the ultrasonic assisted machining 

can be demonstrated using at the difficult-to-machine alloy Inconel 718. The 

choice of this material is stipulated by the fact that for it experimental 

dependencies of cutting forces on the material rate for various values of frequency 

and amplitude of applied vibrations are known. In addition, there are a number of 

finite element studies that examine the behavior of this material during chip 

formation and the stress-strain state in the cutting zone. For example, in a two-

dimensional FEM model of orthogonal ultrasonic turning, a cycle of ultrasonic 

vibrations is numerically analyzed in detail for [139]. In subsequent works by these 

authors (e.g., [140, 141]), this model is generalized to the three-dimensional case 

for a comparative description of conventional and ultrasonic-assisted cutting 

processes. Based on the modeling results, a significant reduction of the force acting 

on the cutting tool was demonstrated, and the influence of the amplitude of 

ultrasonic vibrations on the level of this force was also studied. In these works, it 

was shown that the numerical results of the modeling agree well with the 

experimental measurements carried out by the same authors on a special 

installation for ultrasonic-assisted turning of metals. 

Therefore, the main feature of ultrasonic-assisted turning that needs to be 

explained is the reduction of the cutting force. It should also be noted that this 

effect decreases with the feed rate and finally disappears when a certain critical 
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speed is reached. Experimental studies show that at a critical feed rate, the tool 

simply does not have time to break away from the material due to oscillations, so 

the impact component of the process disappears [132]. This suggests that it is most 

likely the impact method of striking the material that leads to a decrease in cutting 

force. 

To explain the effect of force reduction in vibration-assisted machining, it is 

necessary to recall the results presented in section 3.1. As was shown in the case of 

impact-type contact interaction, the minimum impact energy at which a threshold 

fracture impulse occurs in an elastic medium depends significantly on its duration. 

Consequently, it can be assumed that the application of ultrasound simply transfers 

the fracture of the processed material to a more energy-efficient mode. It is also 

reasonable to assume that the force applied to the tool is composed of a dynamic 

component responsible for the destruction of the material in the impact mode and a 

constant component 𝐹0 associated with the kinematics of the cutting process. The 

value of this constant force can be measured experimentally and the value of the 

dynamic component can be estimated by assuming that the energy 𝑊∗ that must be 

supplied to the material to generate the threshold fracture pulse is equal to its work 

at a displacement equal to the amplitude of the imposed oscillations 𝐴𝑢𝑠. We can 

then obtain the following expression for the total force F acting on the tool: 

𝐹 =
𝑊∗

𝐴𝑢𝑠
+ 𝐹0. (3. 66) 

As it was mentioned earlier, increasing the feed rate leads to a growth of the 

contact time between the tool and the material, and thus the duration of the loading 

action. Therefore, when the critical level 𝑟𝑐  is reached, the loading duration 

approaches a certain threshold value 𝑡0
𝑐, above which the material reacts to the load 

as if it were static. Therefore, at feed rates exceeding 𝑟𝑐, the value of the cutting 
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force will be the same as in conventional cutting. Thus, the following formula can 

be proposed to calculate the loading time as a function of the feed rate 𝑟𝑐: 

𝑡0 =
1

𝑓
+
𝑟

𝑟𝑐
(𝑡0
𝑐 −

1

2𝑓
),  (3. 67) 

where 𝑓 is the frequency of the imposed oscillations. 

 

Figure 3.7 Cutting force versus cutting rate for Inconel 718 alloy: 𝑓 = 20 𝑘𝐻𝑧, 

𝐴𝑢𝑠 = 25 µ𝑚. 

Figure 3.7 shows a comparison of the calculated dependence of cutting force 

on tool feed rate for Inconel 718 alloy with experimentally measured values. The 

following values of the problem parameters were used in the calculation: 𝐸 =

205 𝐺𝑃𝑎, 𝜈 = 0.284, 𝜎𝑐 = 700 𝑀𝑃𝑎 and 𝜏 = 8 µs. The choice of such a value of 

the incubation time is due to the following reasons. Previously in [142] it was 

shown that the minimum energy required to produce a shock fracture is obtained at 

a pulse duration two to three times higher than τ. Since the oscillation frequency in 
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the experiment was equal to 20 𝑘𝐻𝑧 , the minimum duration of the impact is 

approximately half the oscillation period 
1

2𝑓
= 25 𝜇𝑠. 

Assuming that the lowest power consumption corresponds to pulses with a 

duration close to the minimum, it turns out that the value of the incubation time 

should be taken equal to one third of this value. Thus, for the selected parameters, 

a good quantitative agreement was obtained between the calculations and the test 

results. 

It should be noted that all calculations of the threshold energy in expression 

(3.66) are performed for the case of impact by the spherical particle. It is 

determined by the results given in Section 3.2, where it was shown that for smooth 

contact surfaces the dependence of the threshold energy on the impact duration is 

not qualitatively different from the case with a spherical surface. 

Ultrasonically assisted turning of aluminum 

Another material where the main effect of UA machining is also remarcable 

is aluminum. Despite its relatively low strength, aluminum, as well as the alloy 

Inconel 718, becomes very “ductile” during conventional turning. As a result, it 

requires relatively high machining forces, while the quality of the machined 

surface suffers greatly. The use of additional vibration avoids these disadvantages. 

Figure 3.8 shows the dependence of the cutting force on the vibration 

amplitude calculated by formula (3.20) in comparison with the experimental data 

[132]. A good quantitative agreement was obtained for the following values of the 

problem parameters : 𝐸 = 70 𝑀𝑃𝑎 , 𝜈 =  0.33 , 𝜎𝑐 = 100 𝑀𝑃𝑎  and 𝜏 =  12 µ𝑠 , 

𝐹0 = 10 𝑁. 
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Figure 3.8 Effect of ultrasonic vibration amplitude on the magnitude of cutting 

force for aluminum alloy: 𝑓 = 20 𝑘𝐻𝑧. 

It should be noted that, according to expression (3.20), the absolute value of 

the threshold energy 𝑊∗  depends not only on the parameters of the fractured 

material, but also on the density of the impacting particle 𝜌. Thus, in the particle 

impact problem, this parameter sets a general level of impact intensity. Therefore, 

its value can be related to such a process parameter as the cutting depth. In fact, the 

greater the cutting depth, the greater the force that must be applied to the tool. In 

the calculations shown in Figure 3.8, the value of 𝜌 was chosen assuming that the 

depth of cut is 0.05 𝑚𝑚. 

Figure 3.9 shows the dependence of cutting force on machining rate for 

aluminum [132]. for different values of cutting depth. All the calculated curves are 

in good agreement with the real test data. It should be noted that the calculations 

for all values of the cutting depth were performed with the same constant values of 

the parameter set as for the amplitude dependence, except for the static component 
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of the total force 𝐹0 = 3 𝑁, as well as the parameter 𝜌. The value of the latter was 

chosen for each depth to obtain the best agreement with the experimental data. 

 

Figure 3.9 Dependence of cutting force versus machining rate for aluminum for 

different values of cutting depth: 𝑓 = 20 𝑘𝐻𝑧 , 𝐴𝑢𝑠 = 10 µ𝑚 , 𝐹0 = 3 𝑁 . The 

calculated curves are obtained for values 𝜏 = 12 𝜇𝑠, 𝜎𝑐 = 100 𝑀𝑃𝑎, experimental 

data from [132]. 

Thus, based on the results obtained in the study of the energy consumption 

for the fracture process under pulse loading, it has been possible to construct a 

fairly simple model of ultrasonically assisted machining process, which allows us 

to describe quantitatively the dependence of the cutting force on the material feed 

rate. The assumption that additional vibrations shift the fracture process to a more 

energetically optimal mode is also indirectly confirmed by the improvement in the 

quality of the machined surface. Excessive energy delivered to the fracture zone at 

high impact durations, characteristic of the traditional method, is dissipated in 
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excessive heating of the workpiece and undesirable destruction, which ultimately 

results in excessive roughness of the resulting surface. 

Apart from the ultrasonically assisted turning, a similar model has been 

developed for modeling rock fracture in underwater mineral extraction [143]. It 

should be noted that a similar optimization of fracture energy consumption occurs 

in problems related to the determination of adhesive bond strength. Using similar 

computational methods, it has been found that the additional vibrations can 

significantly reduce the bond strength [144, 145, 146, 147]. 

3.4 Conclusions to Chapter 3 

The study of the energy inputs necessary for the initiation of the dynamic 

threshold fracture pulses, initiated by the impact of a solid body with an elastic 

medium, has been carried out. 

The analytical model constructed within the framework of the incubation 

time criterion allowed to reveal the existence of energy-optimal modes of impact 

loading. 

The dependence of the threshold value of the energy input into the medium 

on the duration of the fracture pulse was studied for different shapes of a rigid 

impactor. 

It has been shown that the different type of dependence obtained for 

spherical and cylindrical impactors is obtained only in the framework of quasi-

static analysis using the Hertz hypothesis on the magnitude of the contact force. 
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The constructed model of the threshold energy estimation, in which the 

supersonic phase is taken into account, has shown that for real bodies the 

dependence of the threshold energy is similar to the case of the spherical impactor. 

Based on the performed energy consumption analysis, the analytical model 

of ultrasonically assisted machining has been constructed. The dependence of the 

cutting force on the machining rate, which qualitatively and quantitatively agrees 

with the results of experimental studies, has been obtained. 
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Chapter 4 Competition of microstructural mechanisms of inelastic 

deformation of continuous media 

In this chapter the proposed method of determining the values of strength 

parameters using the SPS method is generalized for the two-dimensional case, in 

which the values of not only the incubation time but also the critical stress are 

estimated. This modification of the method enabled us to address a new issue 

pertaining to the identification of the strain rate sensitivity of the fracture mode, 

given that the material fracture mechanisms differ under slow and high strain rate 

loading. 

The results presented in Chapter 4 were published in the following works: 

[88, 98]. 

4.1 Estimation of material strength parameters from dynamic test data 

As demonstrated in preceding chapters, the critical stress 𝜎𝑐 and incubation 

time 𝜏 are parameters of paramount importance within the structure-time approach. 

As previously demonstrated, the strain rate dependences of strength indicate that 

the critical stress level under slow loading is solely determined by the value of 𝜎𝑐, 

whereas the influence of the parameter 𝜏 is evident under high-speed loading. It is 

important to note, however, that under impact loading, the critical stress level also 

depends on the parameter 𝜎𝑐 . This indicates that the experimentally determined 

ultimate stress level under high-speed loading provides information not only about 

the incubation time 𝜏, but also about the critical stress 𝜎𝑐. It can thus be concluded 

that when processing data from only dynamic tests of a given material, it is 

theoretically possible to estimate not only 𝜏, but also 𝜎𝑐. 
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Two-dimensional case: estimation of the incubation time and critical stress 

In order to estimate the critical stress parameter from data obtained 

exclusively from impact tests, it is again proposed to use the sign-perturbed sum 

method. As demonstrated in Chapter 1, the SPS method enables the estimation of 

the value of incubation time 𝜏  in the form of a confidence interval that 

encompasses the true value of the parameter with a pre-specified probability level. 

It is assumed that the value of the critical stress, 𝜎𝑐, is a known quantity that has 

been measured independently under slow loading of the material. In other words, 

the problem has been considered to be one-dimensional, with the parameter sought 

being a scalar quantity. In this section, we investigate the two-dimensional case in 

which the sought parameter 𝜗 = (𝜏, 𝜎𝑐) contains two components. In this case, the 

true value of the desired parameter 𝜗∗ = (𝜏∗, 𝜎𝑐∗) will be estimated as a confidence 

region Τ on the plane (𝜏, 𝜎𝑐). 

As previously stated, it is assumed that the dynamic tensile strength test 

results, which are to be evaluated in terms of their strength characteristics, are a set 

of 𝑁 values of dynamic tensile strength measured for different values of strain rate: 

𝜎∗𝑖 = 𝜎∗𝑖(𝜀𝑖̇), 𝑖 = 1…𝑁.  

For convenience, the measured values of dynamic strength 𝜎∗𝑖 are represented as 

the results of the following observation model: 

𝜎∗𝑖 = 𝜑(𝜏∗, 𝜎𝑐∗, 𝜀𝑖̇) + 𝑣𝑖 , 𝑖 = 1…𝑁, (4.1) 

where the true values of the incubation time and critical stress parameters, 

designated as 𝜏∗ and 𝜎𝑐∗, are to be determined. Furthermore, it is assumed that the 

disturbances, designated as 𝑣𝑖, are random variables with an unknown symmetric 

distribution. As previously stated, the model function 𝜑(𝜏, 𝜎𝑐 , 𝜀̇)  describing the 
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strain rate dependence of the ultimate stress level at the moment of fracture is 

determined by formula (1.7): 

𝜎∗(𝜀̇) = 𝜑(𝜏, 𝜎𝑐 , 𝜀̇) = {
𝜎𝑐 +

𝐸𝜀̇𝜏

2
,        𝜀̇ ≤

2𝜎𝑐
𝐸𝜏
,

√2𝜎𝑐𝜏𝐸𝜀̇,        𝜀̇ >
2𝜎𝑐
𝐸𝜏
.

  

In the two-dimensional case, the formal steps of the sign-perturbed sum 

method, with a few exceptions, are largely consistent with those described above 

for the one-dimensional case: 

1) select the values of natural parameters 𝑀 > 𝑞 > 0 , so as to obtain the 

desired level of reliability of the result: 

p = 1 −
q

M
 

2) Generate 𝑁(𝑀 − 1)  random numbers 𝛽𝑖𝑗  taking values ±1  with 

probability 
1

2
. 

3) Define a discrete set of trial values of the desired parameter: 

{(𝜏𝑘, 𝜎𝑐𝑙)}, (𝜏𝑘, 𝜎𝑐𝑙) ∈ ℝ
2,   𝑘 = 1…𝐾, 𝑙 = 1…𝐿 

4) For each 𝜎𝑐𝑙  construct the corresponding confidence interval Τ𝑙  by testing 

each value of 𝜏𝑘 using the 𝑆𝑃𝑆_𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟(𝜏𝑘), which determines whether 

or not the trial value 𝜏𝑘 falls within the confidence interval Τ𝑙 (see Table 1.1 

in Section 1.2) 

5) Construct the confidence region Τ as the union of confidence intervals: Τ =

⋃ Τ𝑙𝑙  

It should be noted that the aforementioned algorithm does not constitute a 

comprehensive analogy of the two-dimensional case described by the authors of 

the SPS method in the original paper for a linear model function. This is due to the 

presence of a normalizing multiplier, the calculation of which for a nonlinear 
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function in the non-dimensional case requires additional computational resources. 

In the one-dimensional case, the aforementioned multiplier is simply equal to the 

partial derivative of 
𝑑𝜑(𝜏,𝜀̇𝑖)

𝑑𝜏
. 

In Section 0, it was proved that the function 𝜑(𝜏, 𝜎𝑐 , 𝜀̇) possesses all the 

necessary properties for the appropriate application of the sign-perturbed sum 

method, thereby yielding a bounded interval estimate for the incubation time. The 

proof is based on the existence of a positive derivative of the function 𝜑𝜏,𝜎𝑐(𝜀̇) 

with respect to the parameter 𝜏 : 
𝑑𝜑(𝜏,𝜎𝑐,𝜀̇)

𝑑𝜏
> 0 . It is evident that the partial 

derivative of the parameter 𝜎𝑐  is also a positive quantity 
𝑑𝜑(𝜏,𝜎𝑐,𝜀̇)

𝑑𝜎𝑐
> 0 . 

Consequently, for a constant loading rate 𝜀̇ = 𝑐𝑜𝑛𝑠𝑡 > 0 , furthermore, for a 

constant value of incubation time 𝜏 = 𝑐𝑜𝑛𝑠𝑡 > 0 , it can be demonstrated that 

𝜑(𝜏, 𝜎𝑐1, 𝜀̇) > 𝜑(𝜏, 𝜎𝑐2, 𝜀̇) , provided that 𝜎𝑐1 > 𝜎𝑐2 . Consequently, employing 

analogous reasoning, it can be demonstrated that the resulting confidence region 

derived from the SPS method will be bounded. 

Furthermore, the boundedness of the confidence region will be a 

consequence of the intrinsic constraints associated with the mechanical 

interpretation of the critical stress 𝜎𝑐 . In accordance with the incubation time 

criterion, the parameter 𝜎𝑐  accounts for the ultimate stress level under slow 

loading. Consequently, the trial values 𝜎𝑐𝑙 should not be selected that exceed the 

experimentally determined values of the dynamic strength of the material 𝜎∗𝑖. 
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Figure 4.1 Typical view of the confidence region. The thick line indicates the 

smallest section of the confidence region, which corresponds to the optimum value 

of the critical stress 𝜎𝑐_𝑆𝑃𝑆 

Figure 4.1 illustrates the typical confidence region resulting from the 

proposed method. As the trial values of 𝜎𝑐𝑙  increase, the magnitude of the 

corresponding incubation time value decreases on average. This observation 

precludes the possibility of concluding that there is a unique critical stress value. 

However, if we look at the estimated scatter of the incubation time values, or in 

other words the width of the corresponding confidence interval 𝑇𝑙, we can see that 

its dependence on 𝜎𝑐𝑙is not monotonic. 

Indeed, in the majority of cases where the experimental points obtained in 

dynamic tests establish a distinctive trend for the strain rate dependence of the 

material strength, there is a value 𝜎𝑐𝑙 = 𝜎𝑐_𝑆𝑃𝑆  at which the width of the 

confidence interval Τ𝑙 is at its narrowest. In Figure 4.1, this interval is indicated by 

a thick black line. The following section will demonstrate that the model curves 

corresponding to the boundaries of the 𝜏𝑙
− and 𝜏𝑙

+ interval, for this value of 𝜎𝑐𝑙 , 

provide the most accurate description of the experimentally observed rate 
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dependence of the strength. Therefore, this value of 𝜎𝑐𝑙  can be considered the 

optimal critical stress value for the tested material: 

𝜎𝑐_𝑆𝑃𝑆 = 𝜎с𝑙:  |Τ𝑙| = [𝜏𝑙
+ − 𝜏𝑙

−] → min
𝑙
  . (4.2) 

 

Figure 4.2 Results of processing data from dynamic compression tests on 

sandstone [9]. Top left: confidence region 𝑇  on the (𝜏, 𝜎𝑐)  plane, bottom left: 

diagram showing the value of |Τ𝑙| for different values of 𝜎с𝑙. Right: comparison of 

calculated rate dependences of strength with experimental data, solid line is plotted 

for 𝜎с = 𝜎𝑐_𝑆𝑃𝑆, dashed line – for 𝜎с = 𝜎𝑠 measured under low strain rate loading. 

Figure 4.2 depicts the outcomes of the analysis conducted on the 

experimental data obtained from dynamic compression tests of sandstone [9]. The 

upper left plot, which depicts the general view of the confidence region Τ on the 

(𝜏, 𝜎𝑐)  plane, is complemented from below by a diagram that illustrates the 

width|Τ𝑙| of the confidence region as a function of the trial value 𝜎с𝑙. The arrows 

indicate the optimal value of the critical stress, 𝜎𝑐_𝑆𝑃𝑆 = 88 𝑀𝑃𝑎, and the limits of 
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the corresponding confidence interval for the incubation time, 𝜏 ∈ [3.3; 4.0] 𝜇𝑠. 

Note that the ultimate stress level for this material, as measured under slow 

loading, is 𝜎𝑠 = 70 𝑀𝑃𝑎. If we assume that the critical stress parameter 𝜎𝑐 is equal 

to the ultimate stress parameter 𝜎𝑠, then the confidence interval is obtained as 𝜏 ∈

[4.5; 5.4] 𝜇𝑠. The graph on the right illustrates a comparison of the strain rate 

dependence of strength, calculated for different critical stress values. The dashed 

line is for the critical stress value 𝜎𝑐 = 𝜎𝑠, while the solid line – 𝜎𝑐 = 𝜎𝑐_𝑆𝑃𝑆. 

Note that on the logarithmic scale, which displays a wide range of loading 

rates from 107  to 1013 𝑃𝑎/𝑠  for both cases, there is a notable concordance 

between the calculated dependences and the experimentally measured values. 

Nevertheless, in order to discern the distinction, it is essential to reorganize these 

dependences on a linear scale within a more restricted range of loading rates, 

which were realized in the experiment (see Figure 4.3). 

  

Figure 4.3 Comparison of calculated loading rate dependences of strength for 

sandstone with experimental data [9]; solid line is plotted for the parameters 𝜎с =

𝜎𝑐_𝑆𝑃𝑆 = 88𝑀𝑃𝑎 , 𝜏 ∈ [3.3; 4.0] 𝜇𝑠 , dashed line – for 𝜎с = 𝜎𝑠 = 70𝑀𝑃𝑎 , 𝜏 ∈

[4.5; 5.4] 𝜇𝑠 
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It can be observed that the model curves (solid lines) calculated for the value 𝜎с =

𝜎𝑐_𝑆𝑃𝑆 , exhibit a greater degree of alignment with the trend indicated by the 

experimental points than those calculated for the value 𝜎с = 𝜎𝑠. In this instance, 

the discrepancy is relatively insignificant, given that the width of the confidence 

interval for the incubation time remains largely unchanged for critical stress values 

between 70 and 100 MPa (see left bottom plot of Figure 4.2). 

 

Figure 4.4 Comparison of calculated strain rate dependences of compressive 

impact strength for meteorite stone MAC88118 with experimental data [5], solid 

line plotted for parameters 𝜎с = 𝜎𝑐_𝑆𝑃𝑆 = 133 𝑀𝑃𝑎, 𝜏 ∈ [19; 29] 𝜇𝑠, dashed line 

for value 𝜎с = 𝜎𝑠 = 59 𝑀𝑃𝑎, 𝜏 ∈ [68; 141] 𝜇𝑠 

In certain instances, the distinction is more pronounced when examining 

alternative materials. To illustrate, the impact compression test data of meteorite 

stone MAC88118 from [5] may be considered. As illustrated in Figure 4.4, the 

plotted confidence region exhibits a distinctive narrowing, suggesting the existence 

of a superior critical stress value that surpasses the experimentally determined 
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value under slow loading. Moreover, even when plotted on a logarithmic scale, the 

model curves constructed for the optimal value of 𝜎с = 𝜎𝑐_𝑆𝑃𝑆  demonstrate a 

superior fit to the experimental data. 

To emphasize the better agreement of the predicted values of dynamic 

strength at 𝜎с = 𝜎𝑐_𝑆𝑃𝑆  relative to those at 𝜎с = 𝜎𝑠 , the calculated strain rate 

dependences are plotted in Figure 4.5 on a linear scale. It is evident that the model 

curves (solid lines), derived from the analysis of the dynamic test data, align 

precisely with the trend indicated by the experimental points. It is obvious that the 

model curves (dashed lines), calculated at values 𝜎с = 𝜎𝑠 , establish a relatively 

expansive range of dynamic strength values for the material, offering a markedly 

approximate estimation of the ultimate stress level. 

 

Figure 4.5 Comparison of calculated strain rate dependences of compressive 

impact strength for meteorite stone MAC88118 with experimental data [5]; solid 

line is plotted for 𝜎с = 𝜎𝑐_𝑆𝑃𝑆 = 133 𝑀𝑃𝑎, 𝜏 ∈ [19; 29] 𝜇𝑠, dashed line – for 𝜎с =

𝜎𝑠 = 59 𝑀𝑃𝑎, 𝜏 ∈ [68; 141] 𝜇𝑠 
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Reliability check of the method of estimating the parameter 𝝈с 

To ascertain whether the values of the incubation time and critical stress 

parameters obtained by the proposed method can more accurately predict the 

ultimate stress level under high-speed loading, a verification test can be conducted 

to assess the robustness of the obtained results: 

1) split the experimental data: 

𝜎∗𝑖 = 𝜎∗𝑖(𝜀𝑖̇), 𝑖 = 1…𝑁 

Into two sets: 

𝜎∗𝑖 = 𝜎∗𝑖(𝜀𝑖̇), 𝑖 = 1…𝑁1 

and 

𝜎∗𝑖 = 𝜎∗𝑖(𝜀𝑖̇), 𝑖 = 𝑁1 + 1…𝑁. 

2) For the first data set, estimate the optimal values of the parameters 𝜎𝑐_𝑆𝑃𝑆
(1)

 

and 𝜏 ∈ Τ𝑆𝑃𝑆
(1)

 according to the proposed algorithm based on the SPS method 

for the two-dimensional case. 

3) For the first data set, estimate the incubation time 𝜏 ∈ Τ1  using the SPS 

method described in Section 0, with 𝜎с = 𝜎𝑠. 

4) Construct curves of strain rate dependence of strength for the obtained 

values of model parameters: 

𝜎с = 𝜎𝑠, 𝜏 ∈ Τ1 и 𝜎с = 𝜎𝑐_𝑆𝑃𝑆
(1)

, 𝜏 ∈ Τ𝑆𝑃𝑆
(1)

. 

5) Compare the obtained model curves with the experimental data from the 

second set of data. 

Repeat steps (2)-(5) for the second data set, to then compare the model 

curves with the experimental data from the first set. 
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The results of the algorithm robustness verification for the previously 

discussed MAC88118 meteorite stone are presented in Figure 4.6. As can be 

observed in Figure 4.6(a), the strength prediction results for 𝜎с = 𝜎𝑐_𝑆𝑃𝑆 exhibit a 

slight decrease in absolute value when compared to the stress level corresponding 

to the verification set of experimental points, in comparison to the results for 𝜎с =

𝜎𝑠. 

 

Figure 4.6 The results of testing the stability of the proposed method, on the 

example of data processing for meteorite stone MAC88118. The circles indicate 

the experimental data for which the model parameters were estimated. The data 

used for comparison with the model curves are indicated by triangles. 

Figure 4.6.(b) illustrates this peculiarity with greater clarity, as all points in 

the test set are situated entirely within the predicted interval for 𝜎с = 𝜎𝑐_𝑆𝑃𝑆 , 

whereas for 𝜎с = 𝜎𝑠 the predicted ultimate stress level is considerably higher than 

the experimental values. It is also noteworthy that the parameters were estimated 

using only three experimental points. 
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The results of the obtained parameter values are also summarized in 

Table 4.1. 

Table 4.1 Results of incubation time estimation for meteorite MAC88118 by SPS 

method. The confidence level is 90%. 

Observation dataset for 

processing 
{𝝈∗𝒊, 𝜺̇𝒊}𝒊=𝟏

𝑵𝟏  {𝝈∗𝒊, 𝜺̇𝒊}𝒊=𝑵𝟏+𝟏
𝑵  {𝝈∗𝒊, 𝜺̇𝒊}𝒊=𝟏

𝑵  

𝜎с = 𝜎𝑠 , 𝑀𝑃𝑎 59 59 59 

Τ, 𝜇𝑠 [57; 76] [103; 317] [68; 141] 

𝜎с = 𝜎𝑐_𝑆𝑃𝑆 , 𝑀𝑃𝑎 150 134 133 

Τ𝑆𝑃𝑆, 𝜇𝑠 [12; 20] [10; 34] [19; 29] 

Note that when 𝜎с = 𝜎𝑠, a considerably wide range of values is observed for 

the incubation time. Furthermore, the confidence intervals obtained from 

processing the initial and subsequent experimental data sets, namely Τ1 =

[57; 76]𝜇𝑠 and Τ2 = [103; 317] 𝜇𝑠, do not even overlap. Concurrently, the limits 

of the interval Τ = [68; 141] 𝜇𝑠 yielded upon processing the comprehensive data 

set are approximately equivalent to the mean values of the limits of the intervals Τ1 

and Τ2. It can thus be concluded that, under the assumption that the value of the 

critical stress is determined by the static strength of the material, 𝜎с = 𝜎𝑠 , the 

model curves are guaranteed to predict only a certain average level of ultimate 

stresses within the range of loading rates that were realized in the experiment. In 

certain instances, a satisfactory degree of quantitative agreement can be attained, as 

previously demonstrated in the case of sandstone (see Figure 4.3). 

In instances where the critical stress is derived exclusively from the 

outcomes of dynamic tests, 𝜎с is equivalent to 𝜎𝑐_𝑆𝑃𝑆. This approach results in a 

significantly reduced scatter of incubation time values and overlapping confidence 

intervals for the two SPS trials, namely Τ𝑆𝑃𝑆
(1)
= [12; 20] µ𝑠  and Τ𝑆𝑃𝑆

(2)
=

[10; 34] µ𝑠 . Additionally, the identified values of critical stress, 𝜎𝑐_𝑆𝑃𝑆
(1)

=
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150 𝑀𝑃𝑎  and 𝜎𝑐_𝑆𝑃𝑆
(2)

= 134 𝑀𝑃𝑎 , are also relatively similar. Furthermore, the 

parameter estimates derived from the complete data set were found to be nearly 

identical to those obtained from the second set: 𝜎𝑐_𝑆𝑃𝑆 ≈ 𝜎𝑐_𝑆𝑃𝑆
(2)

 and Τ𝑆𝑃𝑆 ⊂ Τ𝑆𝑃𝑆
(2)

. 

This indicates that the proposed modification of the SPS method is more resilient 

to the selection of data for processing and enables not only qualitative but also 

quantitative modelling of the curve of strain rate dependence of strength under 

dynamic loading. 

Thus, it appears that, on the one hand, according to the incubation time 

criterion, the critical stress parameter 𝜎с should correspond to the limit stress level 

at slow loading 𝜎𝑠 . On the other hand, it should also quantitatively match the 

modeled and experimental strain rate dependence of strength. In some cases, 

however, another value 𝜎с = 𝜎𝑐_𝑆𝑃𝑆 should be chosen. This gives rise to a pertinent 

query regarding the interpretation of this second value of the critical stress, which 

will be addressed in the subsequent section of this chapter. 

4.2 Strain rate sensitivity of concrete fracture mode 

The modified method of processing dynamic test data discussed in the 

previous section revealed an alternative way of determining the critical stress 

parameter, the value of which, 𝜎𝑐_𝑆𝑃𝑆, can differ significantly from the strength of 

the material under static loading, 𝜎𝑠 . The processing of dynamic test data for 

different materials has demonstrated that, in certain instances, these values exhibit 

minimal to no discernible difference from one another, or they are essentially 

identical. In other instances, the values of these parameters may vary by a factor of 

ten or more. One of the most plausible explanations for the existence of two 

different potential values of critical stress is the hypothesis that the process of 
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material failure occurs differently under rapid and slow loading. This discrepancy 

may be attributed to the internal structure of the material, as well as the disparate 

stress states that arise within the material under static and dynamic loading. 

To ascertain whether the loading rate affects the fracture mode of the 

material, the dynamic test data of different types of concrete were subjected to 

processing. The selection of these materials was based on the following 

considerations. On the one hand, experimental studies of concretes in the dynamic 

range demonstrate that for the majority of grades, there is a notable correlation 

between strength and loading rate. This allows for the estimation of critical stress 

and incubation time parameters. Conversely, a discrepancy between 𝜎𝑐_𝑆𝑃𝑆 and the 

strength of the material under static loading 𝜎𝑠  is observed for these materials. 

Concurrently, numerous researchers have observed a transformation in the 

character of concrete fracture as the loading rate increases. In static slow loading, 

cracks tend to propagate preferentially through the cement matrix, bypassing the 

more rigid granite inclusions. This phenomenon has been observed in several 

studies, including those referenced below [150] [151] [152]. At fast loading, the 

probability of cracks traversing granite inclusions is larger, which is typically 

manifested in a notable surge in the quantity of fractured filler particles [153] [154] 

[155]. The results of numerical modeling corroborate this observation. As 

demonstrated by various authors in works [156], [157], [158] and [159], an 

increase in the loading rate results in a corresponding rise in the number of broken 

bonds within the rigid phase. It is noteworthy that the alteration in the character of 

fracture with rising impact velocity can be discerned not only in two-component 

materials such as concrete, but also in metallic polycrystals [160]. 

Therefore, it can be proposed that the type of concrete fracture observed 

under slow impact can be classified as intracrystalline, whereby cracks propagate 

through the cement base or along the bond zone of the granite and cement phases. 



136 

 

Conversely, under high-speed impact, the fracture can be classified as 

transcrystalline, which is characterized by the passage of cracks through the 

material of the rigid filler. It can be seen that, despite the fact that under both slow 

and fast loading the same material, concrete, formally fails, from a fundamental 

scientific perspective it can be considered that two different materials fail in statics 

and dynamics. Therefore, the critical stress value for transcrystalline concrete 

fracture, which is characteristic of high-speed loading, should not necessarily align 

with the static strength value corresponding to the ultimate stress level at 

intracrystalline fracture. 

The two-dimensional modification of the SPS method proposed in 

Section 4.1 merely estimates the critical stress from the high-speed test data. 

Consequently, the resulting value 𝜎𝑐_𝑆𝑃𝑆 will correspond to the "static strength" for 

the predominant type of fracture under impact loading. Concurrently, the value 𝜎𝑠 

represents the static strength for the slow loading mode, as it correlates with the 

critical stress level that has been empirically determined under slow loading 

conditions. 

It has been demonstrated that in the case of concretes, it is conventionally 

assumed that 𝜎𝑐_𝑆𝑃𝑆 and 𝜎𝑠 are responsible for the ultimate stress level under static 

loading for transcrystalline and intercrystalline fracture modes, respectively. Given 

that the stress level in the material is the determining factor in slow loading, it can 

be expected that the value of 𝜎𝑠 should not exceed 𝜎𝑐_𝑆𝑃𝑆. It can thus be assumed 

that if the values of 𝜎𝑠  and 𝜎𝑐_𝑆𝑃𝑆  differ markedly from one another, it can be 

assumed that the material under consideration exhibits fracture mode sensitivity to 

strain rate. 
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Figure 4.7 Results of the dynamic test data processing of C60 concrete [161]. The 

left-hand side: confidence region Τ on the (𝜏, 𝜎𝑐) plane. The right-hand side graph: 

comparison of calculated rate dependences of strength with experimental data, 

solid line is plotted for 𝜎с = 𝜎𝑐_𝑆𝑃𝑆 = 101 𝑀𝑃𝑎, 𝜏 ∈ [4.5; 5.9] µ𝑠; dashed line – 

for 𝜎с = 𝜎𝑠 = 76 𝑀𝑃𝑎 (measured under slow loading), 𝜏 ∈  [17; 22] µ𝑠. 

To substantiate the aforementioned assumption, the test data were subjected 

to processing for a range of concrete grades, besides mortar and granite, which 

represent the constituent elements of the tested concrete specimens [161, 

162,163,164]. 

Figure 4.7 illustrates the outcomes of processing the dynamic test data of 

C60 concrete as presented by Guo et al. The resulting value 𝜎𝑐_𝑆𝑃𝑆 = 101 𝑀𝑃𝑎 

markedly surpassed the ultimate stress level documented in static 𝜎𝑠 = 77  𝑀𝑃𝑎. 

To ensure the accuracy of the derived estimates, a sequential processing of 

incomplete sets of test data with subsequent comparative analysis was conducted. 
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Figure 4.8 Stability test of the method for estimating the parameters 𝜏 and 𝜎𝑐 for 

C60 concrete: (a) – the values were estimated from the first half of the data; (b) –

from the second half of the data. 

The stability verification of the obtained results demonstrated that even 

when processing an incomplete volume of experimental points, the value of critical 

stress 𝜎𝑐_𝑆𝑃𝑆, at which there is the best quantitative agreement with the test data, 

exceeded the value of static strength 𝜎𝑠. Furthermore, the investigation revealed a 

clear trend in the strain rate dependence of the ultimate stress level, which was 

observed in the test data set. This trend allowed for the estimation of strength 

parameters for the first and second sets of experimental points, which exhibited 

near-identical results. 

A comparison of the model curves for the obtained values of strength 

parameters is presented in Figure 4.8, which also includes a comparison with the 

remaining experimental points. Additionally, as was observed in the previous 

discussion regarding the MAC88118 meteorite stone, the model curves constructed 

for values 𝜎с = 𝜎𝑐_𝑆𝑃𝑆, tend to correlate more strongly with the complete set of 
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experimental data than those calculated for the scenario where the critical stress is 

assumed to be equal to the static strength of the material, 𝜎с = 𝜎𝑠 . The most 

illustrative case is shown in Figure 4.8(b). The experimental data points, from 

which the values of the strength parameters were evaluated, are in quantitative 

agreement with the model curves constructed for both cases. However, the 

remaining portion of the test data does not align with the predicted level of critical 

stresses if we take 𝜎с = 𝜎𝑠. Meanwhile, for the case 𝜎с = 𝜎𝑐_𝑆𝑃𝑆, there is a notable 

degree of quantitative agreement. 

The conducted verification allows us to conclude that the experimentally 

obtained strain rate dependence of dynamic strength for the investigated concrete 

C60, within the framework of the structure-time approach, is much better described 

when the value 𝜎𝑐_𝑆𝑃𝑆 is chosen as the value of critical stress. 

The results of the estimation for the parameters 𝜎с and 𝜏 are also presented 

in Table 4.2. In the case where 𝜎с = 𝜎𝑠 , the confidence intervals obtained for 

incomplete datasets, Τ1 = [25; 33]  𝜇𝑠  and Τ2 = [15; 18]  𝜇𝑠 , do not overlap. 

Concurrently, the confidence interval calculated by processing all experimental 

points,  Τ = [17; 22] 𝜇𝑠, represents a mean value of the Τ1 and Τ2 intervals. 

Table 4.2 Results of estimation of incubation time for C60 concrete by SPS 

method. The confidence level is 90%. 

Observation dataset for 

processing 
{𝝈∗𝒊, 𝜺̇𝒊}𝒊=𝟏

𝑵𝟏  {𝝈∗𝒊, 𝜺̇𝒊}𝒊=𝑵𝟏+𝟏
𝑵  {𝝈∗𝒊, 𝜺̇𝒊}𝒊=𝟏

𝑵  

𝜎с = 𝜎𝑠, МПа 76 76 76 

Τ, мкс [25; 33] [15; 18] [17; 22] 

𝜎с = 𝜎𝑐_𝑆𝑃𝑆 , МПа 98 98 101 

Τ𝑆𝑃𝑆, мкс [7.0; 9.2] [6.0; 7.4] [4.5; 5.9] 

The outcomes yielded by the two-dimensional adaptation of the SPS 

methodology appear to be markedly more stable. The confidence intervals obtained 
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for the partial and full data sets fall within the range of 4.5 to 9.2 𝜇𝑠. Concurrently, 

a favorable quantitative correlation is evident between the model volume curves. It 

can thus be concluded that for the range of loading rates achieved in the dynamic 

tests, the optimal value of the critical stress 𝜎с = 𝜎𝑐𝑆𝑃𝑆 = 101 𝑀𝑃𝑎 is considerably 

higher than the static strength value 𝜎𝑠 = 76  𝑀𝑃𝑎. This discrepancy may suggest 

that a shift in the failure mode is probable in C60 concrete when the loading rate is 

elevated. In other words, the proportion of damaged particles of granite aggregate 

increases in impact tests, which has a higher value of static strength than the 

cement base. 

The data of dynamic tests for other types of concrete were similarly 

processed. The data for the main components of these concretes were also 

analyzed: the corresponding types of mortar and granite aggregate, for which the 

authors of the experiment conducted separate tests under both high rate and low 

rate loading [161, 162, 163, 164]. Table 4.3 shows the values of 𝜎𝑐_𝑆𝑃𝑆 obtained for 

these materials, as well as their ratio to the static strength 𝜎𝑐_𝑆𝑃𝑆/𝜎𝑠. 

Table 4.3 Data processing results for different types of concrete and the 

corresponding mortars and granite aggregate. 

Material name 𝜎𝑐𝑆𝑃𝑆 , 𝑀𝑃𝑎 𝜎𝑠 , 𝑀𝑃𝑎 𝜎𝑐_𝑆𝑃𝑆/𝜎𝑠 

C60 101 76 1.33 

C80 125 89 1.40 

C110 166 122 1.36 

M60 72 57 1.26 

M80 89 79 1.13 

M110 105 84 1.25 

granite 236 211 1.12 
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Note, that for all concretes the ratio 𝜎𝑐_𝑆𝑃𝑆/𝜎𝑠  varies from 1.33 to 1.40, 

which indicates the rate sensitivity of the fracture mode. Thus, for the granite 

aggregate, as for a more homogeneous material, this relation has received 

essentially less about ~1.12. This means that for such materials, the rate sensitivity 

of a fracture mode can be neglected. 

It should also be noted that the values of 𝜎𝑐_𝑆𝑃𝑆/𝜎𝑠 for two types of mortars 

M60 and M110 are about 1.25. This may mean that, there is also a partial change 

in the fracture mode with increasing loading rate in these materials, where 

transcrystalline fracture of rather large sand filler particles begins. 

4.3 Conclusions to Сhapter 4 

A novel approach to dynamic test data processing has been devised, 

allowing for the estimation together two crucial model strength parameters: the 

incubation time and the critical stress, which determines the stability of the 

medium in direct correlation with the stress level of the loading action. 

The reliability of the results obtained through the proposed method has been 

validated using data from dynamic tests of brittle materials. It is demonstrated that 

when incomplete data sets are processed, the discrepancy between the estimated 

incubation times is significantly reduced in comparison to the traditional 

estimation approach, where the critical stress is interpreted as the static strength of 

the specimen under slow loading. 

An analytical approach has been developed to determine the dependence of 

the fracture mechanism in brittle two-component media on the loading rate. The 
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viability of the proposed method is demonstrated through the processing of test 

data for concrete, mortar and granite aggregates 
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Chapter 5 A mechanical interpretation of the incubation time 

criterion parameters 

In the preceding chapters, the efficience of the incubation time criterion in 

addressing a range of mechanical problems associated with the prediction of 

critical conditions for various transient processes, including brittle fracture and 

cavitation in a fluid, has been demonstrated. A notable attribute of the criterion is 

its relatively limited number of parameters: the incubation time 𝜏, the critical stress 

𝜎𝑐 , and the dimensionless parameter 𝛼 . The mechanical meaning of these 

parameters was briefly discussed earlier; however, for a more comprehensive 

analysis, it is essential to contrast the incubation time criterion with other analytical 

methodologies for examining and predicting the strength of materials under impact 

loading. 

The results shown in Chapter 5 have been reported in the following papers 

[99, 100]. 

5.1 A comparative analysis of the failure criteria with the incubation time 

criterion 

The primary characteristic of impact testing is the observation of strain rate 

dependence of the strength of materials. As the loading rate increases, an increase 

in the ultimate stress level is observed in the majority of materials under 

experimental conditions. In the majority of methods employed to ascertain the 

dynamic strength of materials, the values of model parameters are selected on the 

basis of the optimal correlation between the predicted strain rate-dependent 

ultimate stress level and the experimentally determined values. Initially, this 

property of materials was described by the power dependence of strength on strain 
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rate, which exponent is a material parameter [13]. However, an analysis of the 

experimental data revealed that the value of this parameter can vary considerably 

between different materials, ranging from 0.05 to 0.33. This wide range of values 

for the exponent suggests that this approach to describing the strain rate 

dependence of strength is merely a numerical approximation, and that this 

parameter has no special physical meaning. 

Nevertheless, in engineering practice, this approach is the most prevalent. To 

illustrate, the existing FIB standard posits the existence of two distinct branches of 

material strength for brittle building materials such as concrete. These branches 

describe the ultimate stress level in the ranges of slow and fast loading, 

respectively. In the international standard, these two branches are approximated by 

a bilinear function in a semi-logarithmic coordinate system. Numerous 

modifications of this approach have been proposed by various authors, including 

those presented in [16, 17, 18, 20], yet all of these also represent numerical 

approximations of the strain rate dependence of strength. 

It is noteworthy that in numerical modeling of fracture processes, the most 

prevalent is the Johnson-Holmquist governing relation [165, 39], in which the 

influence of strain rate is approximated by a logarithmic dependence. 

Among the approaches to the description of dynamic strength, the traditional 

Tuler-Butcher integral criterion merits particular attention. Its principal difference 

from the previously mentioned approaches is the assumption that the material 

fracture process does not occur instantaneously [15]: 

∫(𝜎 − 𝜎𝑠)
𝜆𝑑𝑡

𝑇

0

= 𝐾,  
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where 𝑇 and 𝜎 represent the pulse duration and amplitude, respectively; 𝜎𝑠 is the 

threshold stress level under slow loading, while 𝜆 and 𝐾 are material constants. 

The Tuler-Butcher criterion is predicated on the assumption that a material must be 

subjected to an overload for a sufficient duration to facilitate fracture. However, 

this criterion is inherently limited by the inability to empirically ascertain the 

material constants 𝜆 and 𝐾. Furthermore, it is not feasible even to think of a direct 

experimental approach of measuring these values. 

Scaling law of Kimberly-Ramish 

One of the few conceptual approaches to predicting the stress level under 

dynamic impact loading is the semi-empirical microstructural model of Paliwal-

Ramesh, which considers a brittle elastic medium with microdefects [31]. The 

results of the numerical simulations, in which the primary parameters of the model 

were randomly altered within the permissible limits established by the model's 

developers for most brittle materials, revealed a multitude of potential ultimate 

stress levels at the moment of fracture 𝜎𝑓 contingent on varying loading rates 𝜀̇. It 

was discovered that these results can be approximated with a high degree of 

accuracy by the following relation, referred to by the authors as the scaling law: 

𝜎𝑓
𝜎0
= 1 + (

𝜀̇

𝜀0̇
)

2
3
, (5.1) 

where 𝜎0  and 𝜀0̇  represent material parameters having the meaning of some 

characteristic stress level and strain rate, respectively. It is noteworthy that the 

values of 𝜎0 and 𝜀0̇ can be calculated within the framework of the Paliwol-Ramesh 

microstructural model. Their values are determined by such material parameters as 

the average size and average density of defects, as well as by the Lamé elastic 
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constants, density, and fracture toughness. Thus, it can be concluded that at the 

macro level, these two parameters 𝜎0 and 𝜀0̇ provide a comprehensive description 

of the rate dependence of the material strength. This description is universal for all 

brittle materials in dimensionless coordinates (𝜀̇/𝜀0̇; 𝜎𝑓/𝜎0). 

A comparative analysis of the results of predicting the strain rate dependence 

of strength obtained using the incubation time criterion and the Kimberly- Ramesh 

scaling law is best approached by first establishing the relationship between the 

material macroparameters 𝜎с, 𝜏 and 𝜎0, 𝜀0̇, respectively. It is readily apparent that 

the limit of the right-hand side of the scaling law (5.1) is 1 when 𝜀̇ → 0. This 

indicates that the parameter 𝜎0can be interpreted as the limit stress level under 

slow loading or the static strength of the material 𝜎𝑠. As previously demonstrated 

in Section 4.2, the critical stress parameter 𝜎с, as defined in the incubation time 

criterion, assumes an identical interpretation in the context of material failure 

occurring in the same way in the entire range of loading rates. It can therefore be 

posited that for a number of homogeneous materials, the parameters 𝜎с and 𝜎0 have 

an identical meaning. 

The mechanical significance of the parameter 𝜀0̇  can be understood as a 

specific threshold strain rate, above which there is a notable increase in the stress 

level at the moment of fracture. Indeed, if the strain rate of the material is equal to 

the characteristic 𝜀̇ = 𝜀0̇, then, in accordance with expression (5.1), the dynamic 

strength of the material will exceed the static strength by a factor of two. 

In constructing the strain rate dependence of strength by the incubation time 

criterion, it is also possible to identify a critical strain rate, thereby dividing the 

strain rate range into slow and fast values. An examination of the analytical 

expression for the strain rate dependence (1.7), as given in Section 4.2, 
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𝜎∗(𝜀̇) = {
𝜎𝑐 +

𝐸𝜀̇𝜏

2
,        𝜀̇ ≤

2𝜎𝑐
𝐸𝜏
,

√2𝜎𝑐𝜏𝐸𝜀̇,        𝜀̇ >
2𝜎𝑐
𝐸𝜏
,

  

it can be observed that the expressions for the static and dynamic branches are 

selected basing on whether or not the strain rate of the material exceeds a critical 

value, denoted as 𝜀с̇ =
2𝜎𝑐

𝐸𝜏
. Similarly, as with the scaling law, if the material strain 

rate is equal to the critical strain rate 𝜀̇ = 𝜀с̇), expression (1.7) will predict twice 

the dynamic strength over the static strength. 

To facilitate a comparison of the two approaches, it is expedient to rewrite 

expression (1.7) in the following form: 

𝜎∗
𝜎𝑐
=

{
 
 

 
 1 +

𝜀̇

𝜀с̇
,        𝜀̇ ≤ 𝜀с̇,

2√
𝜀̇

𝜀с̇
,        𝜀̇ > 𝜀с̇.

 (5.2) 

Subsequently, on the basis of the aforementioned assumption that the 

parameters 𝜎𝑐 and 𝜎0 signify static strength, it is possible to equate the left-hand 

sides of the resulting expression (5.2) and the scaling law (5.1). Subsequently, 

after a series of algebraic transformations, we can derive the following relation 

between the characteristic strain rate 𝜀0̇ from the Kimberly- Ramesh scaling law 

and the critical strain rate 𝜀с̇, which arises from the prediction of the strain rate 

dependence of strength using the incubation time criterion. 
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𝜀0̇ =

{
  
 

  
 
𝜀с̇√

𝜀с̇
𝜀̇
,                          𝜀̇ ≤ 𝜀с̇,

𝜀̇ (2√
𝜀̇

𝜀с̇
− 1)

−
3
2

,        𝜀̇ > 𝜀с̇.

 (5.3) 

Form of expression (5.3) demonstrates that the characteristic strain rate 𝜀0̇, which 

is a constant in the scaling law, from the perspective of the incubation time 

criterion is a variable value contingent on the loading rate 𝜀̇. In this instance, it is 

notable that the characteristic strain rate 𝜀0̇ is identical to the critical strain rate 𝜀с̇, 

when 𝜀̇ = 𝜀с̇: 

𝜀0̇|𝜀̇=𝜀̇с = 𝜀с̇, 𝜀с̇ =
2𝜎𝑐
𝐸𝜏
.  

It thus emerges that the Kimberly- Ramesh scaling law exhibits a uniform 

normalization of the strain rate. In contrast, the normalization factor in the 

incubation time criterion varies in accordance with the strain rate of loading, as 

expressed in equation (5.3). Accordingly, to conduct a valid comparison in 

dimensionless form between the strain rate dependence calculated with the 

incubation time criterion and with the universal scaling law, it is essential to 

assume that the value of the characteristic strain rate 𝜀0̇ is equal to 𝜀с̇. 

The results of the comparison, as presented in Figure 5.1(a), demonstrate 

that at slow loading, when the relative strain rate 𝜀̇/𝜀с̇ < 1, as well as at its further 

increase up to 102  (этот кусок я переделал), the rate dependences of DIF 

predicted within the investigated approaches are in qualitative and quantitative 

agreement. Nevertheless, as a further increase of the loading rate, the critical stress 

levels predicted by the scaling law will diverge significantly from the values 

calculated using the incubation time criterion (see Figure 5.1(b)). 
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Figure 5.1: A comparison of the strain rate dependences of strength, plotted 

according to the incubation time criterion and the Kimberley- Ramesh scaling law 

(𝜀0̇ = 𝜀с̇). 

The comparison of the investigated approaches was also carried out on the 

example of the description of the strain rate dependence of the strength of 

meteorite stone MAC88118, which was discussed in detail in Section 4.1. The 

dynamic strength calculations were performed in accordance with the scaling law 

for the following parameter values: 𝜀0̇ = 200 1/ 𝑠 and 𝜎0 = 50 MPa. These values 

were calculated in [5] according to the Paliwal – Ramesh microstructural model. 

For the structure-time approach, an estimate of the incubation time τ was obtained 

using a one-dimensional modification of the SPS method, assuming that 𝜎с = 𝜎0 =

50 MPa. The estimated incubation time 𝜏 is within the range of [82; 124] μs. 
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Figure 5.2 Comparison of the strain rate-dependent strength of meteorite stone 

MAC88118 [5] with the results of dynamic tests. The solid line represents the 

Kimberly-Ramesh scaling law, while the dashed curves have been calculated in 

accordance with the incubation time criterion. 

As illustrated in Figure 5.2, both approaches demonstrate the capacity to 

provide a satisfactory representation of the strain rate dependent strength observed 

in the experiment. Nevertheless, it should be noted that such a high level of 

agreement is not consistently observed across all cases. For instance, in reference 

to the processing of test results for silicon carbide SiC-N, the following correction 

for the Kimberly-Ramesh scaling law was required for better alignment with 

experimental data, as detailed in work of Holland and McMeeking [166]: 

𝜎𝑓
𝜎0
= 1 + 0.1 (

𝜀̇

𝜀0̇
)

2
3
,  
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furthermore, alternative values for the characteristic stress and strain rate 

parameters were selected: 𝜎0 = 5200 MPa and 𝜀0̇ = 131  1/s. The initial values 

were calculated according to the Paliwal- Ramesh microstructural model, resulting 

in 𝜎0 = 5400  MPa and 𝜀0̇ = 5 × 10
3  1/s. In order to construct the strain rate 

dependence within a structure-time approach, an estimate of the incubation time 𝜏 

was obtained using a one-dimensional modification of the SPS method. This 

estimate was found to fall within the range [5.4; 14.5]μs, and it was assumed that 

𝜎с = 𝜎0 = 5200 MPa. 

 

Figure 5.3 Comparison of strain rate dependences of strength with dynamic test 

data for SiC-N silicon carbide [167]. 

The results of the calculations are presented in Figure 5.3. Note that the solid 

curve corresponding to the Kimberly-Ramesh scaling law only qualitatively 

predicts an increase in the dynamic strength of the material in the range of strain 

rates of the order of 102 − 103  1/s. Concurrently, the strain rate dependent 

calculations conducted in accordance with the incubation time criterion and 
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calculations within the Kimberly-Ramesh relation adjusted by Holland and 

McMeeking [166] exhibit substantial qualitative and quantitative concordance with 

the experimentally determined values of dynamic strength. 

The comparison of the aforementioned theoretical approaches to the 

description of the strength of materials under dynamic loading has demonstrated 

that both methods are capable of qualitatively describing the strain rate 

dependence. Nevertheless, the conceptual foundation of the incubation time 

approach confers upon it unquestionable advantages. The introduction of the 

characteristic fracture time τ as a parameter of material strength, as well as the very 

principle of fracture process development under conditions of high-speed loading, 

allows for the calculation of the rate dependence of strength with greater accuracy 

for any material. Conversely, the Kimberly-Ramesh scaling law does not 

consistently yield satisfactory quantitative concordance with experimental 

outcomes, necessitating ungrounded corrections, as evidenced in the case of silicon 

carbide SiC-N. The relationship (5.3) between the time parameters of the two 

approaches demonstrates that in the incubation time approach, the normalization of 

the strain rate is non-uniform, which allows for the achievement of good 

quantitative agreement with experiments without the introduction of any 

corrections. Consequently, the concurrence of the normalizing value of the strain 

rate with the critical value under loading with the identical critical strain rate 

𝜀0̇|𝜀̇=𝜀̇с = 𝜀с̇ , substantiates the assertion that the aforementioned methods are in 

concordance with each other, albeit only within a specific range of strain rates. 
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5.2 The strain rate sensitivity of plastic deformation mechanisms 

In the aforementioned problems, only two strength parameters, incubation 

time 𝜏 and critical stress 𝜎с, were typically sufficient to calculate the critical stress 

level under high-speed loading. However, the introduction of the incubation time 

criterion in the section 1.1 highlighted the existence of a third dimensionless 

parameter, 𝛼, which is crucial for predicting the dynamic yield strength in certain 

cases. In this section, one potential interpretation of this parameter is presented, 

which provides insight into the reasons why it is necessary to introduce it in certain 

cases. 

Application of incubation time criterion for predicting dynamic yield strength 

The initial efforts to utilize the incubation time criterion for predicting the 

strain rate-dependent yield stress exhibited that the inclusion of merely two 

strength parameters, namely incubation time 𝜏  and critical yield stress 𝜎𝑐
𝑦

, is 

inadequate to achieve a satisfactory agreement between the calculated and 

experimentally observed values. Accordingly, in [168], a third dimensionless 

parameter, 𝛼, was proposed and the criterion was formulated as follows: 

1

𝜏
∫ (

𝜎(𝑡′)

𝜎𝑐
𝑦 )

𝛼

𝑑𝑡′

𝑡

𝑡−𝜏

≤ 1, (5.4) 

The critical yield stress, 𝜎𝑐
𝑦

, represents the minimum stress level necessary to 

initiate plastic deformation mechanisms in the material. As previously 

demonstrated, the critical yield stress 𝜎𝑐
𝑦

 is equal to the static yield stress 𝜎𝑦 , 

which represents the threshold level of statically applied load that causes 
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irreversible plastic deformation. This peculiarity necessitates the introduction of a 

third parameter, 𝛼, as there may be a significant discrepancy between the slope of 

the curve determined by the analytically calculated strain rate dependence of the 

dynamic yield strength in the case when 𝛼 = 1  and the trend given by the 

experimentally measured values. This shows that the discrepancy between 

calculated and experimental values cannot be resolved by simply varying 

appropriate values of the incubation time 𝜏. 

 

Figure 5.4 The strain rate dependence of yield strength for En3B steel, calculated 

within the framework of the structure-time approach. The experimental data from 

[169] are represented by circles, while the calculation from [168] (α = 17) is 

represented by a black solid line. The gray lines correspond to the model curves 

calculated at 𝛼 = 1 

Figure 5.4 shows the results of modeling the strain rate dependence of 

dynamic yield strength for mild steel En3B from [168]. The black solid line was 

plotted by A.A. Gruzdkov at the parameter value α = 17 , which provided a 
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satisfactory quantitative and qualitative agreement with the Campbell test results 

[169]. The gray lines indicate the strain rate dependences calculated for 𝛼 = 1. It is 

noteworthy that by changing the incubation time parameters, the model curve only 

undergoes a horizontal shift on the graph, while the slope of the dynamic branch 

remains unaltered. 

The introduction of the parameter 𝛼 is essential for achieving a quantitative 

correspondence with the measured values of dynamic yield strength across the 

entire range of deformation velocities. However, in contrast to the other parameters 

of the criterion, 𝜏 and 𝜎𝑐
𝑦

, the parameter 𝛼 does not have a clear and unambiguous 

mechanical interpretation. A formal analysis conducted by A.A. Gruzdkov 

demonstrated that the parameter 𝛼 can be defined as the sensitivity of the material 

to the loading action amplitude. Indeed, if the value of 𝛼 is set to infinity, the 

amplitude of the loading action becomes the determining factor in the onset of 

plasticity. 

It is important to note, however, that the incubation time criterion assumes 

that the plastic deformation process occurs in a uniform manner, independent of 

the loading rate. Consequently, if we abandon the assumption that 𝜎𝑐
𝑦
= 𝜎𝑦 and 

assume that alternative microstructural mechanisms become increasingly 

influential in the evolution of plastic deformation as the loading rate increases, a 

radically different interpretation of the parameter 𝛼 emerges. 

The strain rate sensitivity of plastic deformation mechanisms 

The study of inelastic deformation of metals has revealed that macroscopic 

plastic deformation can be achieved through a variety of mechanisms at the 

microlevel. Among these, several principal dislocation mechanisms can be 
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distinguished, including basic, prismatic, and pyramidal slip, grain boundary slip, 

and twinning [170, 171]. Moreover, numerous studies have examined the rate 

sensitivity of plastic deformation micromechanisms [172, 173, 174, 175, 176]. For 

instance, it has been demonstrated that the intensity of pyramidal and prismatic slip 

mechanisms is markedly dependent on the loading rate, whereas virtually no rate 

sensitivity is observed for the twinning process itself [177, 178].  

The different levels of strain rate sensitivity exhibited by the various 

plasticity mechanisms give rise to the formulation of microstructural models, 

which are mainly used in finite element calculations (e.g. [179, 180, 181]). 

However, such models are often difficult to use due to the large number of 

parameters whose values are difficult to determine. Consequently, in cases of high 

rate loading where only the yield strength level needs to be estimated, the use of 

macroscopic continuum models that incorporate the average strain rate sensitivity 

of the plastic deformation microprocesses over a range of levels may prove to be a 

more convenient approach to calculation. 

Considering the incubation time criterion, it can be postulated that the 

parameter 𝛼 is the determining factor in the existence of competition between the 

different plastic deformation microprocesses. As previously demonstrated, there 

are multiple yielding mechanisms, with the predominant mechanism depending on 

the strain rate of loading. It follows that the critical yield strength measured under 

slow loading for the dominant plastic deformation mode in the static case cannot 

be interpreted as the critical yield strength for the high rate loading mode. 

Accordingly, the parameter 𝜎𝑐
𝑦

 cannot be considered to represent the static yield 

strength 𝜎𝑦. 

Therefore, it is reasonable to divide the experimental data into different 

strain rate ranges with the aim of estimating the critical yield strength and 

incubation time for the prevailing plastic deformation mode in each range. In other 
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words, in this case, the yield strength of the material is determined by the 

competition between different plastic deformation mechanisms, each characterized 

by its unique values of incubation time and critical stress. 

 

Figure 5.5 Possible scenario of competition between different yield micro-

processes, to describe the strain rate sensitivity of the yield strength of En3B steel. 

The circles are experimental data from [169], the black solid line is the calculation 

at 𝛼 = 17из from [168], the gray lines correspond to different values of 𝜏 and 𝜎𝑐
𝑦

 

at 𝛼 = 1. 

A possible scenario for such a competition is illustrated in Figure 5.5. It is 

assumed that two different inelastic deformation microprocesses, corresponding to 

conventional low and high rate loading regimes, compete with each other. The 

dark and light gray lines illustrate the strain rate sensitivity curves calculated using 

the incubation time criterion for 𝛼 = 1 . The model shows a high degree of 

agreement with selected experimental data points, indicated by the corresponding 

gray shading. The initial plastic deformation mode, represented by the dark gray 
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curve, dominates at low strain rates due to its lower critical yield strength 

compared to the second mode, represented by the light gray curve. At high strain 

rates, however, the incubation time parameter becomes the primary factor, and thus 

the second deformation mode, corresponding to a higher value of 𝜏, becomes the 

dominant mechanism. 

It is evident that the considered yielding processes influence each other and 

the result of their competitive interaction cannot be modeled by independently 

calculated strain sensitivity curves. This may be the reason why the intermediate 

points marked in black are not approximated by any of the gray curves. At the 

same time, the black curve calculated for 𝛼 = 17  shows a high degree of 

correlation with the extensive experimental data set. Thus, it can be concluded that 

the need to introduce the third parameter 𝛼 is related to the change of the yielding 

mechanism with increasing loading rate. For this reason, the parameter 𝛼  was 

initially proposed in the modeling of the dynamic yield stress, since there are 

several main mechanisms of inelastic deformation, the competition of which 

determines the plastic deformation of a continuous medium at the macro level. 

A comparative yield strength analysis of ultrafine and coarse grained 

materials 

To test the above hypothesis regarding the competition of different plastic 

deformation microprocesses, we processed dynamic test data for the same material 

in different microstructural states: coarse-grained (CG) and ultrafine grained 

(UFG). Since the ultrafine grain state is typically achieved by intense plastic 

deformation, it can be postulated that the number of different yield 

micromechanisms, or at least their relative contribution to the overall deformation 

process, is significantly reduced. Therefore, further analysis is planned to 
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demonstrate that the relative difference between 𝜎𝑐_𝑆𝑃𝑆
𝑦

 and 𝜎𝑦  is smaller for the 

material in the UMZ state than for the coarse-grained state. In other words, it can 

be postulated that the strain rate sensitivity of the plastic deformation process for 

the material in the UFM state is significantly reduced compared to that of the same 

material in its initial coarse-grained state. 

 

Figure 5.6 Results of dynamic data analysis for coarse-grained AISI 321 steel with 

37 µm grain size obtained in [182]. The left graph shows the confidence region and 

the diagram marking the smallest interval [𝜏−; 𝜏+] corresponding to the optimal 

value of 𝜎𝑐_𝑆𝑃𝑆
𝑦

; the right graph compares the model curves calculated for 𝜎𝑐
𝑦
= 𝜎𝑦 

and 𝜎𝑐
𝑦
= 𝜎𝑐_𝑆𝑃𝑆

𝑦
. 

Test data for AISI 321 stainless steel, which were published in a series of 

papers [182, 183, 184], were selected as the material for the study. The authors 

conducted a comprehensive experimental investigation of the material's strength 

properties under both static and high-speed dynamic loading conditions. It is also 

noteworthy that the steel was tested under both slow and high rate loading for three 
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distinct grain sizes: ultrafine grain (UFG) with an average grain size of 0.24 μm, 

fine grain (FG) of 3 μm, and coarse grain (CG) of 37 μm, respectively. 

The same methodology proposed in Section 4.1 for estimating critical stress 

values for brittle fracture of concrete was used to process the data. The results of 

the processing for AISI 321 steel in the coarse-grained state are shown in 

Figure 5.6. Note that the processed experimental data do not show a clear trend for 

the dynamic branch of the yield stress. Therefore, it is difficult to determine which 

of the two model curves provides the more accurate quantitative correlation. It is 

clear that both pairs of curves show a high degree of visual agreement with the 

dynamic test data points. However, in the plot illustrating the width of the 

confidence interval for the incubation time, the minimum, although not 

pronounced, remains evident and allows the determination of the optimum value of 

𝜎𝑐_𝑆𝑃𝑆
𝑦

 for the coarse-grained state. 

 

Figure 5.7 Results of analysis of high rate test data for the ultrafine grained state of 

AISI 321 steel with 0,24  µm grain size obtained by [182]. 
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Figure 5.7 presents a much clearer scenario, illustrating the outcomes of 

processing the experimental data obtained for the ultrafine-grained state of AISI 

321 steel. It can be seen that the model curves (solid lines) obtained by the 

proposed method align more closely follow the trend indicated by the test data. 

Furthermore, it is noteworthy that the diagram displaying the width of the 

confidence interval [𝜏−; 𝜏+], exhibits a pronounced minimum, which also indicates 

the presence of a well-defined dynamic branch of the yield strength derived from 

the test data. 

Table 5.1 Results of estimation of the parameter 𝜎𝑐_𝑆𝑃𝑆
𝑦

 for different states of 

AISI 321 steel. 

 UFG (0.24 мкм) FG (3 мкм) CG (37 мкм) 

𝜎𝑐_𝑆𝑃𝑆
𝑦

, МПа 0 620 468 

𝜎𝑦 , МПа 880 316 176 

𝜎𝑐_𝑆𝑃𝑆
𝑦

𝜎𝑦
⁄  1.35 1.96 2.66 

For clarification, the results obtained by data processing for AISI 321 steel 

in all states are summarized in Table 5.1. It can be seen that the relative difference 

between the critical yield strength 𝜎𝑐_𝑆𝑃𝑆
𝑦

 obtained by the SPS method and the static 

yield strength 𝜎𝑦 decreases as the average grain size decreases. This indicates that 

the relative influence of different plastic deformation mechanisms at the 

microstructural level is actually less dependent on the loading rate for ultrafine 

grained materials. 

It is important to note that the estimation of the values of the incubation time 

and the parameter 𝛼  is of great importance when modeling plastic deformation 

diagrams under high rate loading according to the relaxation theory of plasticity 
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[185]. Knowing the exact values of the parameters allows predicting such 

phenomena as the non-monotonic character of deformation diagrams [186, 187] 

and thermal softening [188], as well as obtaining good agreement with 

experimental results. 

5.3 Conclusions to Chapter 5 

A novel mechanical interpretation of the primary material strength 

parameters within the structure-time framework was proposed: the incubation time 

𝜏 and the dimensionless parameter 𝛼. 

A systematic comparison of the developed methods with existing models, in 

particular the Kimberly-Ramesh scaling law, was performed. The correlation found 

with the parameters of the scaling law allowed to reinterpret the incubation time 

parameter as a parameter that sets the normalization of the strain rate of the sample 

in a non-uniform way. 

An analytical model has been developed to predict the value of the yield 

strength of polycrystalline materials under high rate loading. This is a result of 

competition between different mechanisms of plastic flow at the micro level. The 

viability of the proposed model is demonstrated through a comparative analysis of 

test data from metals in both coarse and ultrafine grain states. 

In the context of the constructed model, a novel interpretation of the 

dimensionless parameter 𝛼 was proposed as a parameter indicating the dependence 

of the dominant plastic deformation mechanism on the loading rate. 
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Conclusions 

1) The new method for estimating the value of incubation time developed in this 

thesis is based on the randomized sign-perturbed sums (SPS) method. This 

method allows the estimation of incubation time in the form of a confidence 

interval as a result of processing experimentally measured time or strain rate 

dependencies of strength. The advantage of this novel approach is that it allows 

the estimation of incubation time values with mathematical validity from a 

limited number of observations, provided that the uncertainty due to 

interferences is taken into account. The inclusion of a confidence interval 

makes it possible to calculate the margin of error associated with the estimated 

incubation time value. 

2) The correctness of the method is confirmed by the proved theorem regarding 

the fulfillment of the conditions for the applicability of the SPS method to the 

studied problems and regarding the boundedness of the estimation interval. The 

effectiveness of the method is illustrated by an example of its application to the 

prediction of the dynamic strength of brittle materials, including various types 

of rocks and ice at different temperatures. 

3) A novel model has been developed to predict the dependence of the acoustic 

cavitation threshold on the frequency of the ultrasonic wave, as well as the 

pulse-induced cavitation on the duration of the loading action. The model 

allows consideration of the effect of temperature and background hydrostatic 

pressure on the final value of the cavitation threshold. A comparison of the 

predicted dependencies with the known experimental values of the cavitation 

threshold demonstrated the effectiveness of the proposed methods. 

4) A methodology for estimating the energy intensity of the acoustic cavitation 

process as a function of the frequency of the initiating ultrasonic wave is 
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presented. A qualitative agreement between the calculated results and the 

experimentally observed regularities has been achieved. 

5) Based on the results obtained in the study of the cavitation threshold of liquids, 

an analytical model is constructed to evaluate the influence of the acoustic 

ultrasonic background field on the phase equilibrium conditions of a continuous 

medium. 

6) The optimal modes of impact contact with a solid medium have been identified. 

It is shown that the input energy required to generate threshold destructive 

pulses depends on the duration of these pulses. The calculation of these 

dependencies for particles of different shapes is performed. 

7) The application of the quasi-static Hertz hypothesis to the magnitude of the 

contact force gives paradoxical results when a cylindrical impactor is 

considered. The constructed solution to the problem, which considers the 

supersonic stage of the interaction, has shown that for real bodies, the threshold 

energy characteristic of a spherical impactor is indeed dependent on. 

8) An analytical model of ultrasonically assisted machining of metals has been 

constructed, which shows that the addition of ultrasonic vibrations leads to a 

more favorable fracture mode in accordance with the dependencies of the 

energy consumption on the pulse duration. The calculated dependences of the 

cutting force on the feed rate are in qualitative and quantitative agreement with 

the known results of experimental studies. 

9) A novel approach to processing dynamic test data has been developed that 

allows the estimation of both strength parameters: incubation time and critical 

stress. The stability of the results is demonstrated by processing incomplete sets 

of experimental data. 
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10) This study proposes an analytical approach to elucidate the dependence of 

the fracture mechanism in brittle two-component media on the loading rate. The 

feasibility of the proposed method is demonstrated by processing test data for 

concrete, mortar, and granite aggregate. 

11) A comparison of the developed methods for the determination of critical 

fracture conditions with the approaches of other authors, in particular with the 

Kimberly-Ramesh model, was carried out. The established relationship with the 

parameters of the scaling law of the Kimberly-Ramesh model allowed to 

present an alternative, novel interpretation of the incubation time parameter as a 

parameter determining the non-uniform normalization of the strain rate of the 

specimen. 

12) An analytical model has been developed to predict the value of yield 

strength of polycrystalline materials under high rate loading. This model takes 

into account the competition of different micromechanisms of the yielding 

process. The viability of the proposed model is demonstrated through a 

comparative analysis of test data from metals in both coarse and ultrafine grain 

states. In the context of the constructed model, a novel interpretation of the 

dimensionless parameter 𝛼 is proposed as a parameter indicating the strain rate 

sensitivities of inelastic deformation mechanisms governing deformation at the 

macroscopic level. 
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