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Introduction 

Relevance of the research topic 

Data centers (DCs) are widely used in various fields: in science for storing and further processing 

data from experiments; in business for providing IT outsourcing services; in government organizations 

for automating internal processes, for example, document management; in security systems of the urban 

environment, transport and industrial enterprises to ensure collection, storage and analysis of access 

control systems, video surveillance, etc. There are many computing systems of various scales for storing 

and intensive data processing. In this research, distributed systems (centers) designed to collect, store 

and process extremely large amounts of data (up to 1018 bytes) are considered as the most relevant and 

applicable for computing infrastructures of large-scale scientific experiments. 

Distributed centers are a complex that includes not only powerful computing and data storage 

resources, but also network equipment responsible for data exchange within the system and communi-

cation with external consumers, engineering systems, security systems, monitoring systems, etc. Such 

complex systems require high-quality design in order to determine as accurately as possible the param-

eters of all processes that will occur in the system under consideration, to choose the necessary equip-

ment for the system operation, taking into account current needs and future development prospects. In 

addition, during the operation of distributed centers there is a need for scaling in order to increase the 

efficiency of equipment use, to speed up data processing, etc. Scaling requirements may vary depending 

on the field of application and the types of tasks to be solved. Therefore, a tool that will allow analyzing 

the effectiveness and reliability of possible scenarios for the development of distributed data acquisition, 

storage and processing centers (DDCs) is needed. At the same time, it is necessary to take into account 

all processes occurring in the DDC, including job flow management strategies, as well as data flow 

parameters for storage and processing.  

Such a tool is usually a variety of modeling software packages. The main element of such packages 

is the core, i.e. a computer program that performs the modeling of systems. Some packages use databases 

(DBs) to store input data and simulation results. Existing modeling tools do not enable to carry out the 

above-mentioned studies qualitatively for the following reasons: 

 modern trends in the construction of distributed centers, including heterogeneous data pro-

cessing modules, cloud structures and supercomputers, hierarchical memory systems and much more, 

are not taken into account; 

 such an important criterion for the functioning of the system as data loss, depending on the type 

of equipment, the probability of failures, changes in the performance of computing resources and data 

storages, is not considered; 
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 a detailed description of the parameters of computer and network systems in the DB leads to 

difficulties in making a decision on the choice of a system configuration; 

 there is no search for a hardware configuration with specified criteria; 

 for each simulated infrastructure, it is necessary to adapt the modeling kernel by changing the 

program code; 

 there is no interface for user interaction with the simulation program. 

Therefore, in the process of creating and improving the DDC, there is a problem of solving such 

important tasks as: 

 checking various DDC scaling scenarios, taking into account the requirements for data flows 

and jobs; 

 formation and enhancement of a job flow management strategy for the efficient allocation of 

DDC resources in data processing; 

 analysis of the resources used and assessment of the required amount of resources for specific 

tasks according to the requirements for the DDC.  

Currently, technologies for the elaboration of problem-oriented management and decision-making 

systems based on digital twins (DTs), which can be applied to solving the above tasks, are actively 

developing. Thus, it seems relevant to develop a method and implement algorithms for creating digital 

twins of DDCs to solve the tasks of designing, managing and developing DDCs, including to verify the 

effectiveness and reliability of their functioning. Using the DT at the design stage of the DDC as a 

prototype will enable to analyze the operating modes of future systems and increase their reliability. 

Consequently, the developed methods and algorithms can be applied to a wide class of tasks for the 

construction and development of DDCs within large scientific experiments and large-scale projects.  

The main requirements for DTs are the adequacy of modeling (compliance of the DDC model with 

a real system according to a list of characteristics), the visibility of initial data and results presentation, 

as well as the deliverance of a user from participation in the development and maintenance of the DT 

core, i.e., a computer program that implements algorithms for modeling various DDC processes 

Degree of study of the problem 

The first mention of digital twins was made in 2002 [1]. Over the past 20 years, this technology 

has found application worldwide in almost all fields of science and human activity [2]. Due to the pro-

gressive trend of creating data centers for various tasks of science and business [3, 4, 5], DT technologies 

began to be used in this area. 

For example, the American companies Future Facilities [6] и Sunbird DCIM [7] are engaged in 

the software development and creation of DC digital twins. However, firstly, these DTs are virtual copies 

of DCs, which are geographically located in the same physical space, and secondly, DCs are considered 
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only from the point of view of engineering infrastructure. At the moment, neither in Russia nor abroad, 

there is a tool that allows one to create a DDC digital twin, taking into account data flows and job flows, 

which can be used to evaluate and select the necessary amount of resources for specific tasks according 

to the requirements for the DC. 

The effectiveness of the creation, use and development of DT technology is determined by the 

quality of the constructed model, therefore, modeling approaches play a decisive role in the construction 

of DTs [8]. To improve the quality of the DT model, it is necessary to take into account the probabilistic 

characteristics of processes occurring in the simulated system. The application and use of DTs are pro-

vided by various software tools and information technologies. The DT needs to be upgraded during 

operation based on the results of testing. Thus, it is required to provide criteria for evaluating the quality 

of the DT based on the results of its work. 

It should be noted that it is important to take into account the functionality of the DT, which will 

allow one to select the configuration of the DDC equipment. It is necessary to use not only the technical 

characteristics of the equipment as selection criteria, but also others, for example, time indicators. As a 

result, several potentially competitive options can be selected from a variety of acceptable configura-

tions. 

Thus, the relevance of the chosen research topic follows from the above. 

Goal and tasks of the research 

The goal of the research is to develop a method and algorithms for creating digital twins to describe 

distributed systems, to make decisions on choosing equipment configurations within the task of scaling 

and developing distributed data acquisition, storage and processing centers, of managing resources and 

processes occurring in the DDC. 

To achieve this goal, it is necessary to solve the following tasks. 

1. To conduct an analysis of the subject area. 

2. To develop a method for creating DDC digital twins, which, unlike existing ones, performs the 

modeling of distributed centers taking into account the characteristics of job flows and data for storage 

and processing, as well as the probabilities of changes in processes occurring in the DDC. 

3. To implement algorithms, the DB structure, and a web user interface for creating and executing 

a DT, as well as providing graphical information about the results of the DT work. Based on the created 

models, methods and algorithms, to develop special software that allows one to compare the DDC effi-

ciency depending on different hardware configurations. 

4. To carry out the verification and experimental operation of the special software. 

Scientific innovation 

New scientific results obtained personally by the author are as follows. 
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1. A new method of creating and using DDC digital twins is proposed and developed. The method 

differs from existing ones in the ability to simulate such processes as data storage and processing, taking 

into account the characteristics of data flows and jobs, the probabilities of failures and changes in the 

equipment performance and other processes occurring in the simulated system.  

2. Algorithms for describing the infrastructure of a distributed system and forming its virtual image 

are developed and implemented. 

3. A problem-oriented decision-making system for management and optimization tasks is devel-

oped in order to improve the technical characteristics of the DDC based on DT models. Its adequacy is 

confirmed by the example of the computing infrastructure of the BM@N1 experiment of the NICA2 

complex. 

4. The configuration of the DDC for the BM@N and SPD3 experiments of the NICA complex is 

scientifically justified. 

Theoretical significance 

The theoretical significance of the research lies in the development of a method for modeling dis-

tributed computing systems that operate with extremely large amounts of data requiring reliable storage 

and a complex processing system. 

The applicability of the methodology developed in the thesis for the creation of DDC digital twins 

is proved on the basis of the results of verification of the computational infrastructure model of an ex-

isting experiment. 

Practical significance 

The practical significance lies in the application of the results obtained to enhance the efficiency, 

quality and reliability of complex data acquisition, storage and processing systems. 

The developed special software can be used for a wide class of tasks in the field of design, con-

struction and development of DDCs, including helping to select several potentially competitive options 

from a variety of acceptable hardware configurations. 

The certificate of state registration of the computer program No. 2023667305 “Software Complex 

for Creating Digital Twins of Distributed Data Acquisition, Storage and Processing Centers” dated 14 

August 2023 is received. 

The problem of finding an equipment configuration for the data acquisition, storage and processing 

system of the BM@N experiment of the NICA complex at the Joint Institute for Nuclear Research 

(JINR) is solved, which is confirmed by the corresponding letter of application. 

                                                 
1 Baryonic Matter at Nuclotron is an experimental facility for the study of baryonic matter. 
2 Nuclotron based Ion Collider fAcility is an accelerator complex designed at the Joint Institute for Nuclear Research 

(Dubna, Russia) to study the properties of dense baryonic matter. 
3 Spin Physics Detector is an experiment conducted on a spin physics detector. 
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The results of the research are used in the design of the computing system for the online data filter 

of the SPD experiment of the NICA complex at JINR, which is confirmed by the corresponding letter of 

application. 

The results of the research are used in the educational process of the Federal State Budgetary 

Educational Institution of Higher Education “Dubna University” in the course “Distributed Computing 

and Cloud Technologies” for the preparation of master’s students in the field of 27.04.03 System Anal-

ysis and Management in the profile “Digital Platforms and Big Data Analytics”, which is confirmed by 

the corresponding act of implementation. 

Research methodology and methods 

The theoretical research is based on the implementation of the principles of a systematic approach 

and the methods of system analysis in the study of system connections and patterns of the functioning 

of complex systems, which are modern data acquisition, storage and processing centers, including dis-

tributed ones. 

The practical results are obtained on the basis of the use of modern architectural solutions and 

tools for developing software, web applications and DB. 

Degree of reliability 

The reliability of the thesis results is ensured by the correct application of the principles of a sys-

tematic approach and the methods of system analysis in the study of system connections and patterns of 

the functioning of complex systems. 

The proposed solutions are based on the study and critical understanding of scientific works and 

developments in organizing the distributed storage and reliable transfer of large amounts of data from 

physical experiments. 

The reliability of the recommendations and conclusions based on the results of the thesis research 

is confirmed by the practice of applying the developed methods in the design and development of com-

puting infrastructures for large-scale experiments in the field of high-energy physics. 

Approbation of the results 

The methods and special software developed in this work are tested and show their effectiveness 

in creating a DT for the distributed data acquisition, storage and processing center of the BM@N exper-

iment of the NICA complex, which is confirmed by the corresponding letter of application. 

The results were discussed at the following annual meetings of the BM@N experiment collabora-

tion: 

1.  5th Collaboration Meeting of the BM@N Experiment at the NICA Facility, 20-21 April 2020 

(JINR, Dubna, Russia). 

2. 6th Collaboration Meeting of the BM@N Experiment at the NICA Facility, 26-27 October 2020 

(JINR, Dubna, Russia). 
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3. 8th Collaboration Meeting of the BM@N Experiment at the NICA Facility, 03-08 October 2021 

(JINR, Dubna, Russia). 

4. 9th Collaboration Meeting of the BM@N Experiment at the NICA Facility, 13-16 Septem-

ber 2022 (JINR, Dubna, Russia). 

5. 10th Collaboration Meeting of the BM@N Experiment at the NICA Facility, 14-19 May 2023 

(SPbU, St. Petersburg, Russia). 

6. 11th Collaboration Meeting of the BM@N Experiment at the NICA Facility, 28-30 Novem-

ber 2023 (JINR, Dubna, Russia). 

The special software developed in this work is currently being used to design the computing sys-

tem of the SPD experiment of the NICA complex, in particular for the online data filter, which is con-

firmed by the corresponding letter of application. The results obtained and plans for further cooperation 

were discussed at the SPD experiment collaboration meeting: VI SPD Collaboration Meeting and Work-

shop on Information Technology in Natural Sciences, 23-27 October 2023 (Samara University, Samara, 

Russia). 

The main provisions and results of the work were reported, discussed and approved by specialists 

at the following Russian and international scientific events: 

1. 8th International Conference “Distributed Computing and Grid-technologies in Science and 

Education” (GRID 2018), 10-14 September 2018 (JINR, Dubna, Russia). 

2. All-Russian scientific and practical conference “Nature, Society, Man” of Dubna University, 

21-23 November 2018 (Dubna University, Dubna, Russia). 

3. International Conference “Mathematical Modeling and Computational Physics” (MMCP2019), 

1-4 July 2019 (Stará Lesná, Slovakia). 

4. XXVII International Conference “Mathematics. Computer. Education”, symposium with inter-

national participation “Biophysics of complex systems: computational and systems biology, molecular 

modeling”, 27 January – 1 February 2020 (Dubna University, Dubna, Russia). 

5. XXIV International Scientific Conference of Young Scientists and Specialists (AYSS-2020), 

09-13 November 2020 (JINR, Dubna, Russia). A diploma for the best report of the conference was 

awarded. 

6. 9th International Conference “Distributed Computing and Grid-technologies in Science and 

Education” (GRID 2021), 05-09 July 2021 (JINR, Dubna, Russia). 

7. 56th meeting of the PAC for Particle Physics, 24-25 January 2022 (JINR, Dubna, Russia). 

8. XXVI International Scientific Conference of Young Scientists and Specialists (AYSS-2022), 

24-28 October 2022 (JINR, Dubna, Russia). 

9. 57th meeting of the PAC for Particle Physics, 23 January 2023 (JINR, Dubna, Russia). 
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10. XIII Conference (with international participation) “Information and Telecommunication 

Technologies and Mathematical Modeling of High-Tech Systems” (ITTMM 2023), 17-21 April 2023 

(RUDN, Moscow, Russia). 

11. 10th International Conference “Distributed Computing and Grid-technologies in Science and 

Education” (GRID 2023), 03-07 July 2023 (JINR, Dubna, Russia). 

12. XXVII International Scientific Conference of Young Scientists and Specialists (AYSS-2023); 

29 October – 03 November 2023 (JINR, Dubna, Russia). A diploma for the best report of the conference 

was awarded. 

13. 59th meeting of the PAC for Particle Physics, 22 January 2024 (JINR, Dubna, Russia). 

In 2017, 2019 and 2022, the research was supported by the Meshcheryakov Scholarship at the 

JINR Meshcheryakov Laboratory of Information Technologies (MLIT) for work in the field of support 

for experimental and theoretical physics, and in 2018 and 2020, it was supported by the Govorun Schol-

arship at MLIT for work in the field of information, computer and network support for JINR activities. 

In 2021 and 2023, grants for young JINR researchers to develop methods and a complex of programs 

for modeling data storage and processing centers were received. Winner of the II degree of the JINR 

Prize for Young Scientists and Specialists for 2023 in the nomination “Scientific and Technical Applied 

Works”. 

Publications 

The main scientific results of the thesis are published in the works listed below. 

1. Trofimov V.V., Nechaevskiy A.V., Ososkov G.A., Priakhina D.I. Probability-cost approach to 

optimizing distributed data storage systems for physical experiments // CEUR Workshop Proceedings. 

2018. Vol. 226. pp. 393–399 (in Russian). 

2. Korenkov V.V., Priakhina D.I., Nechaevskiy A.V., Ososkov G.A., Trofimov V.V. Simulation 

of data storage and processing centers taking into account economic components // System analysis in 

science and education. 2018. No. 4. pp. 1–8 (in Russian). 

3. Korenkov V., Nechaevskiy A., Ososkov G., Priakhina D., Trofimov V. A probabilistic 

approach of the simulation of data processing centers // European Physical Journal Web of Conferences. 

January 2020. Vol. 226. P. 03012. 

4. Priakhina D., Trofimov V., Ososkov G., Gertsenberger K. Data center simulation for the 

BM@N experiment of the NICA project // AIP Conference Proceeding. 2021. Vol. 2377. P. 040007. 

5. Priakhina D., Korenkov V., Gertsenberger K., Trofimov V. Simulation of Data Processing for 

the BM@N Experiment of the NICA Complex // CEUR Workshop Proceedings. 2021. Vol. 3041. 

pp. 483–487. 

6. Priakhina D., Korenkov V., Trofimov V., Gertsenberger K. Simulation Results of BM@N 

Computing Infrastructure // Physics of Particles and Nuclei Letters. 2023. Vol. 20. No. 5. pp. 1272–
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1275. 

7. Priakhina D.I., Korenkov V.V. Relevance of creating a digital twin for managing distributed 

data acquisition, storage and processing centers // Modern Information Technologies and IT-Education. 

2023. Vol. 19. No. 2. pp. 262–271 (in Russian). 

8. Priakhina D.I., Korenkov V.V., Trofimov V.V. Method for creating digital twins to solve the 

tasks of effective management and development of distributed data acquisition, storage and processing 

centers // Modern Information Technologies and IT-Education. 2023. Vol. 19. No. 2. pp. 272–281 (in 

Russian). 

9. Priakhina D.I., Korenkov V.V., Trofimov V.V., Gertsenberger K.V. Verification of the 

simulation program for creating digital twins of distributed data acquisition, storage and processing 

centers // International Journal of Open Information Technologies. January 2024. Vol. 12. No. 1. 

pp. 118–128 (in Russian). 

The certificate of state registration of the computer program No. 2023667305 “Software Complex 

for Creating Digital Twins of Distributed Data Acquisition, Storage and Processing Centers” dated 14 

August 2023 is received. 

Structure and scope of the thesis 

The PhD thesis consists of an introduction, four chapters, a conclusion, references and five appen-

dices. 

The introduction reflects the relevance of the work, sets the goal of the research, as well as the 

tasks for achieving it, substantiates the scientific innovation of the work, formulates the provisions to be 

defended, and shows the practical significance of the results obtained. 

The first chapter analyzes the task of creating digital twins of distributed data storage and pro-

cessing centers. For this purpose, examples of distributed centers are considered, and the problems of 

DDC modeling are described. In addition, an overview of the concept of DT technology is provided, 

application examples are presented, and the possibilities of using DTs of data centers are outlined. 

In the second chapter, a new method for constructing DDC digital twins of is proposed. A formal 

description of the method, functional and non-functional requirements for the DT, including a computer 

program that performs the modeling of systems, and a module for user interaction with the DT are pre-

sented. According to the described requirements, algorithms to implement the method of constructing 

DDC digital twins are developed. Due to the fact that the functioning of the algorithms is impossible 

without a DB, a logical data model with a detailed description of entities, their attributes and relation-

ships is provided. 

The third chapter is devoted to the software implementation of algorithms for creating DDC digital 

twins. Diagrams that demonstrate the general structure of the hierarchy of the developed classes of com-

puter programs, as well as the life cycle of certain objects, are presented. The architecture of the special 



12 

 

 

 

software is shown. It includes all the developed algorithms and modules for the implementation of the 

method of constructing DDC digital twins. Implementation tools used both to develop individual algo-

rithms and to combine components into a single complex are described. The characteristics of the equip-

ment necessary for the operation of the special software are given. 

The fourth chapter discusses the results of the verification of the DT core, which confirm the ade-

quacy of the developed models and prove the possibility of their further use. The results of the applica-

tion of the developed special software using examples of creating DDC digital twins to solve design 

tasks, improve the efficiency, quality and reliability of complex systems for acquiring, storing and pro-

cessing data from existing experiments in the field of high-energy physics are presented. 

In conclusion, the results of the research are summarized, the main conclusions and possible pro-

spects for the development of this work are formulated. 

The total volume of the thesis is 119 pages, including 94 figures, 2 tables and 14 formulas. The 

list of references includes 82 titles. 

Main scientific results 

1. The system connections and patterns of the functioning of complex systems, which are DDCs, 

are investigated using the principles of a systematic approach and the methods of system analysis. Meth-

ods for describing distributed systems, making decisions on the choice of equipment configurations, and 

managing resources and processes of complex systems are developed. Models, methods and algorithms 

for creating DDC digital twins are developed. Algorithms, the DB structure and a web user interface are 

implemented for creating and executing a DT, as well as providing graphical information about the re-

sults of its work. The results are presented in the following publications: Priakhina D.I., Korenkov V.V. 

Relevance of creating a digital twin for managing distributed data acquisition, storage and processing 

centers // Modern Information Technologies and IT-Education. 2023. Vol. 19. No. 2. pp. 262–271 (in 

Russian on pages 267–268); Priakhina D.I., Korenkov V.V., Trofimov V.V. Method for creating digital 

twins to solve the tasks of effective management and development of distributed data acquisition, storage 

and processing centers // Modern Information Technologies and IT-Education. 2023. Vol. 19. No. 2. 

pp. 272–281 (in Russian on pages 275–278); Trofimov V.V., Nechaevskiy A.V., Ososkov G.A., Pri-

akhina D.I. Probability-cost approach to optimizing distributed data storage systems for physical ex-

periments // CEUR Workshop Proceedings. 2018. Vol. 226. pp. 393–399 (in Russian on pages 394–

395); Korenkov V.V., Priakhina D.I., Nechaevskiy A.V., Ososkov G.A., Trofimov V.V. Simulation of 

data storage and processing centers taking into account economic components // System analysis in sci-

ence and education. 2018. No. 4. pp. 1–8 (in Russian on page 7); Korenkov V., Nechaevskiy A., Osos-

kov G., Priakhina D., Trofimov V. A probabilistic approach of the simulation of data processing centers 

// European Physical Journal Web of Conferences. January 2020. Vol. 226. P. 03012 (on page 03012-

2). 
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2. Special software is developed on the basis of the created models, methods and algorithms. The 

software allows comparing the efficiency of the DDC operation depending on different hardware con-

figurations. The certificate of state registration of the computer program No. 2023667305 “Software 

Complex for Creating Digital Twins of Distributed Data Acquisition, Storage and Processing Centers” 

dated 14 August 2023 is received. 

3. The verification of the DT kernel is performed using the example of the computing infrastructure 

of the BM@N experiment of the NICA accelerator complex. The adequacy is assessed by several indi-

cators by comparing the DT results with statistical data from monitoring the computational infrastructure 

of the experiment. The result is presented in the following publication: Priakhina D.I., Korenkov V.V., 

Trofimov V.V., Gertsenberger K.V. Verification of the simulation program for creating digital twins of 

distributed data acquisition, storage and processing centers // International Journal of Open Information 

Technologies. January 2024. Vol. 12. No. 1. pp. 118–128 (in Russian on page 126). 

4. Recommendations on the results of the DT functioning are taken into account in the design and 

development of computing infrastructures for large-scale experiments in the field of high-energy phys-

ics. The experimental operation of the special software is performed during the creation of the DT of the 

computing infrastructure of the BM@N experiment. The most suitable configuration of data processing 

equipment in the shortest possible time is obtained. A strategy for managing job flows and distributing 

the load on computing resources is chosen. The experimental operation of the special software is per-

formed during the creation of the DT of the online data filter system of the SPD experiment of the NICA 

complex. The results enable to evaluate the required parameters of the equipment for storing, processing 

and transferring online filter data, taking into account the planned characteristics of experimental data 

flows. The results are presented in the following publications: Priakhina D., Trofimov V., Ososkov G., 

Gertsenberger K. Data center simulation for the BM@N experiment of the NICA project // AIP Confer-

ence Proceeding. 2021. Vol. 2377. P. 040007 (on pages 040007-3–040007-5); Priakhina D., Koren-

kov  V., Gertsenberger K., Trofimov V. Simulation of Data Processing for the BM@N Experiment of 

the NICA Complex // CEUR Workshop Proceedings. 2021. Vol. 3041. pp. 483–487 (on pages 485–

486); Priakhina D., Korenkov V., Trofimov V., Gertsenberger K. Simulation Results of BM@N Com-

puting Infrastructure // Physics of Particles and Nuclei Letters. 2023. Vol. 20. No. 5. pp. 1272–1275 (on 

pages 1273–1274). 

Provisions to be defended 

1. A method for constructing a digital twin is developed. The method allows describing distributed 

data acquisition, storage and processing centers, taking into account data flows and job flows, as well as 

processes occurring in the DDC. The ability to simulate such processes as data storage and processing, 

taking into account the characteristics of data flows and jobs, the probabilities of failures and changes in 

the equipment performance and other processes occurring in the simulated system are distinctive features 
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of the new method. The developed approach to the creating of a digital twin realizes methods for de-

scribing distributed systems, making decisions on the choice of equipment configurations, and managing 

resources and processes of complex systems. 

2. Algorithms, on the basis of which special software used to make decisions on choosing the 

configuration of equipment for distributed data acquisition, storage and processing centers according to 

specified requirements is created, are developed. The special software allows comparing the efficiency 

of the DDC operation depending on different hardware configurations. Algorithms, the database struc-

ture and a web user interface are implemented for creating and executing a digital twin, as well as provid-

ing graphical information about the results of its work. Modern architectural solutions and tools for 

developing software, web applications and databases are used. 

3. The adequacy of the constructed methods and algorithms is confirmed using the example of the 

computational infrastructure of the existing experiment. The verification is performed using the example 

of the computing infrastructure of the BM@N experiment of the NICA accelerator complex. The ade-

quacy is assessed by several indicators. The resulting values prove that the deviations of the digital twin 

results from the results of real DDC allow to use the constructed methods and algorithms for solving 

management and development tasks of distributed systems. Results of the experimental operation of the 

special software during the creation of the digital twins of the computing infrastructure of the BM@N 

experiment and the online data filter system of the SPD experiment of the NICA complex results enable 

to evaluate the required parameters of the equipment for storing, processing and transferring data, taking 

into account the planned characteristics of data flows. Recommendations on the results of the digital 

twins functioning are taken into account in the design and development of computing infrastructures for 

large-scale experiments in the field of high-energy physics. The results of the software application prove 

the efficiency and high quality of the models and algorithms developed in the thesis. 
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Chapter 1. Analysis of the task of creating digital twins of distributed data 

acquisition, storage and processing centers 

1.1. Distributed data acquisition, storage and processing centers 

The development of scientific research in high-energy physics, astrophysics, biology, earth sci-

ences, chemistry, as well as in medicine, nanotechnology, industry, business and other areas of human 

activity requires the joint work of many organizations to process large amounts of data in a relatively 

short time. It is for this purpose DDCs are created and developed. DDCs are capable of transmitting and 

storing huge data arrays, as well as serving as a universal efficient infrastructure for high-performance 

distributed computing and data processing. 

Distributed systems are designed, as a rule, for acquisition, storage and processing of ultra-large 

amounts of data and represent a geographically distributed infrastructure, combining many resources of 

different types (processors, long-term and RAM, storage, networks), which can be accessed by the user 

from any point, regardless of their location. Such a system assumes a collective shared mode of access 

to resources [9]. This means that distributed data acquisition, storage and processing centers include not 

only powerful hybrid computing and storage resources, but also network equipment responsible for data 

exchange within the system and communication between centers and with external consumers, engineer-

ing systems, security systems, monitoring systems and others. 

An example of an DDC is the infrastructure for processing data from the Large Hadron Collider 

(LHC), a high-energy physics experiment at CERN (the European Organization for Nuclear Research, 

Geneva, Switzerland) [10]. This system has several levels of organization (Tier). The essence of the 

distributed model is that the entire volume of data from the LHC detectors after real-time processing and 

primary reconstruction should be sent for further processing and analysis to regional centers. It should 

be noted that the experimental data are also distributed over several data repositories, which have differ-

ent geographical locations. In Russia, in particular, there are Tiers of this large distributed infrastructure 

[11].  

Systems similar to the LHC computational infrastructure should be created and developed in Rus-

sia for existing and planned experiments of the “mega sciences” class. Such Russian experiments may 

include: 

 NICA project consisting of several experiments at the accelerator complex to study properties 

of dense baryonic matter (Dubna) [12]; 

 research at the PIK reactor (Gatchina) [13]; 
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 Center for Collective Use “Siberian Ring Photon Source” (Novosibirsk) [14]; 

 research in the field of high-energy neutrino astrophysics using the Baikal-GVD neutrino tele-

scope (Lake Baikal) [15]. 

It is also worth paying attention to the experiments realized jointly with other countries, e.g., JUNO 

(China) — a planned precision experiment with new-generation reactor ante-neutrinos designed to de-

termine the neutrino mass hierarchy [16]. 

DDCs for such important and complex experiments need to evolve and scale to ensure the quality 

and efficiency of scientists who strive for rapid scientific results and new discoveries. Depending on the 

application and the types of problems to be solved, the scaling requirements may be different, so a tool 

is needed to analyze the efficiency and reliability of the various processes occurring in DDCs, taking 

into account the data flows for storage and processing, and to improve the strategy for managing job 

flows. Traditional modeling tools do not allow such researches to be performed qualitatively. Further 

materials of this chapter are presented in accordance with the published article [17], where the ad-

vantages and disadvantages of existing DDC modeling tools are discussed in detail and recommenda-

tions for the development of an alternative solution are proposed. 

1.2. State of the problem of modeling distributed data acquisition, storage and 

processing centers 

At the stage of designing the DDC, it is important to determine as accurately as possible the pa-

rameters of all processes that will occur in the system. For this purpose, various models are created. In 

the process of modeling it is possible to determine the minimum necessary equipment for the functioning 

of the system, as well as to choose several variants of equipment taking into account the current needs 

and future development prospects. The ongoing research considers libraries and program complexes that 

allow, first of all, to carry out modeling of DDC data flows. 

So far, various tools for modeling distributed systems have been created, such as Bricks, OptorSim, 

and GridSim [18], which had a narrow specialization. With the help of these software packages it was 

possible to model certain distributed system architectures. It is worth noting that the use of such tools 

requires knowledge of special programming languages, which significantly reduces the efficiency of 

their use [19]. But nevertheless, there are software packages for modeling built on the basis of the above 

tools. 

For example, the SyMSim software tool is developed using the GridSim package, which is built 

on the SimJava library that allows modeling the flow of discrete events in time [20]. It should be noted 

that the GridSim (the latest version 5.2 was released in 2010 [21]) and SimJava (the latest version 2.0 
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was released in 2002 [22]) libraries are currently outdated, so they cannot be used for modeling modern 

RDCs, as they do not allow taking into account new trends in the construction of distributed systems 

that have, for example, a hybrid structure, i.e., include heterogeneous data processing modules, including 

cloud structures and supercomputers, as well as hierarchical memory systems and much more. 

Nevertheless, SyMSim provides an opportunity to simulate the job flow process of a distributed 

system with specified resources and rules of their reservation and use. SyMSim is a simulation model 

that allows to obtain the value of job processing time and to estimate how the structure of the computing 

system and the performance of its individual parts affect this time. Based on the results of the simulation, 

we can conclude that the highest value of job (data) flow intensity [23]. 

The main feature of the SyMSim program is the synthesis of simulation and monitoring processes. 

Monitoring data of a particular computer center are stored in the database and then used to form the 

input jobs flow for simulate. If there is no monitoring data for a particular computer center, the statistics 

of jobs for similar computer centers is analyzed [24]. Then the distributions of jobs by execution time 

and input file size are created, after which a hypothesis about the number of job types in the flow is 

hypothesized and tested [25]. Generated data flows and jobs flows regardless of their volume are stored 

in the DB, which is a disadvantage because it can lead to serious computational costs when working 

with the DB. 

The means of describing the computing infrastructure in the program complex is realized as a DB 

with an interface presented as a web page [26]. The description is assigned an identifier, which the user 

must specify in the parameters of the model run. The model receives information from the DB, which is 

used to build a description of the computational structure [27]. Consequently, the equipment parameters 

and architecture of the modeled infrastructure are set through the DB, which is a serious disadvantage. 

Not all potential users of the program complex have skills of working with the DB. Direct interaction of 

inexperienced users with the DB can lead to violation of its integrity. 

The kernel of the program is a module that is responsible for receiving processing jobs and 

“launching” them on processors, as well as managing queues by storing information about currently 

occupied and free processors. In operation [28, 29, 30], he SyMSim toolkit is specifically adapted to 

each simulated infrastructure by modifying the program code. This fact is a serious disadvantage that 

does not allow SyMSim to be used to solve a wide class of problems in data center design and support. 

The result of the simulation program operation is a sequence of DB records reflecting all events 

occurring in the system. These include, for example, job arrival, beginning and end of job processing, 

beginning and end of file transfer, tape manipulations, etc. All events are described in a common format. 

Modeling results are presented in the form of a limited number of graphs in the web-interface, conveying 

only a part of information [26]: amount of incoming data, free space in data storages, load on data trans-

mission channels, which may be insufficient for users. 
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Thus, the existing SyMSim software complex, despite its main advantage, which is the synthesis 

of simulation and monitoring processes, has a number of significant disadvantages: 

1. the libraries that form the basis of the complex are outdated and do not allow to take into account 

modern trends in the construction of DDCs; 

2. web-interface of the complex allows to set only parameters of job flows, start/stop the modeling 

process, as well as to view some results on a limited set of charts (to obtain additional results, the data 

should be exported from the DB); 

3. to change the equipment parameters and the structure of the modeled system it is necessary to 

interact directly with the DB; 

4. the input data flow and jobs flow, regardless of the volume, is stored in the DB; 

5. the program kernel is adapted to each simulated infrastructure by changing the program code; 

6. such important criteria of system functioning as data losses depending on the type of selected 

equipment, probability of realization of events related to equipment failures and failures, changes in the 

performance of computing resources and data storages are not taken into account; 

7. there is no possibility to search for the equipment configuration satisfying the given criteria. 

It can be concluded that the listed disadvantages do not allow applying SyMSim software complex 

for solving a wide class of problems in designing and supporting DDCs. Therefore, it is necessary to 

create a new approach, different from the existing tools and software complexes for modeling, which 

can be used in the design, construction and development of DDCs, taking into account the characteristics 

of the equipment, as well as data flows and jobs flows. 

1.3. Digital twin: definition, application examples 

Digital twin is a concept that has emerged quite recently. The first mention of it was in 2002 during 

Michael Greaves’ presentation called “Conceptual Ideal for PLM”. The American scientist, talking 

about product lifecycle management (PLM), informally presented the concept of DT, which is based on 

the idea that for every physical system there should be some virtual system. This virtual system is a 

mirror image (duplication, twin) of the physical system. It is assumed that the twin contains all infor-

mation about the physical system and is connected with it throughout its life cycle. At the same time, 

there should be some channel between the virtual and physical systems to ensure data exchange and 

synchronization [1].  

The life cycle of any system begins with design, when the system’s goals, behavior, and charac-

teristics are analyzed, i.e., some requirements are formulated. At the same time, undesirable behaviors 

of the system are identified to develop strategies to prevent their occurrence. At this stage, the DT is a 
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prototype of the future system and is used to verify whether the design meets the formulated require-

ments. Once the virtual copy of a particular system with all components is completed and verified, the 

physical system construction phase begins, where the DT will help to adjust the production or installation 

of system components, thus preventing possible problems during system commissioning, reducing fi-

nancial costs and time. During the system operation phase, the DT’s predictions regarding the behavior 

of the system under various external factors are verified. When using the system, as a rule, there is a 

need to replace the components, there are requirements to improve its characteristics, behavior, adding 

new functional capabilities. It is at this stage that the connection between physical and virtual systems 

is necessary. To predict the behavior of the system when changing its configurations, to assess perfor-

mance and possible failures are used DTs [31].  

Of course, first of all, we are talking about complex systems consisting of a large number of com-

ponents with multiple connections between them. The design, development and operation of such sys-

tems are complicated not only by their architecture, but also by the non-trivial processes of transferring 

and processing large amounts of data, as well as by the various technologies on which they are based. It 

is obvious that complex systems must fulfill their tasks flawlessly and always give the desired results. 

The risk of such a system failing should be minimal. But, unfortunately, in real life in the process of 

operation of complex systems there are acute problems that require a quick solution. Therefore, there is 

a need for a tool that can warn about the probability of possible failures in the system so that they can 

be corrected in a timely manner. One of such tools is modeling, which allows you to determine how the 

system will work in different conditions, to test and evaluate the consequences of changes within the 

system, to find the cause of possible failures, etc. Despite the fact that modeling is the predecessor of 

DT, this approach does not provide real-time data exchange between the physical system and the model. 

Thus, DTs can be defined as computer models that mimic, mirror or duplicate a physical system 

and follow the life cycle of its physical twin by monitoring, controlling and improving its processes and 

functions. The DT continuously predicts future system states (e.g., defects, damage, failures) and enables 

modeling and testing of new configurations. The physical system and its DT must constantly exchange 

information. Data obtained, e.g., by monitoring the system itself and its operating conditions, allow the 

application of computational methods to predict failures, test the results of possible solutions, etc. In this 

way, a predictive modeling approach is formed, where possible failures in the system can be predicted, 

any modifications to the system can be modeled to prevent errors or find the best solution. However, it 

is important to realize that DTs are not always fully autonomous and require a lot of human intervention, 

especially when they are used to test new functions and modifications of physical systems [32].  

Currently, there are many examples of the use of DTs all over the world. DTs are developed for 

different purposes. For example, in transport engineering for creation and operation of vehicles [33], in 

aerospace industry for preventive maintenance [34] and for creation of internal systems for aviation [35], 
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in shipbuilding and operation of water transport for virtual testing [36], in railway transport for track 

construction [37], in oil and gas industry [38] and electric power industry [39], in agriculture for increas-

ing crop yields and optimizing animal care processes [40]. In medicine, organ DTs are very widespread 

[41], and DTs of medical components play an important role in healthcare [42]. An interesting example 

of the application of virtual twins is the DT of a city. Such systems are used both for foreign [43] and 

Russian cities [44]. There are also examples of DT application in logistics [45], for optimizing life cycles 

of production [46], hospitals [47] and other organizations.  

The above is only a small part of the large number of examples of the application of DT in all areas 

of human activity. In this paper, the research focuses on the study of new trends in the design and appli-

cation of DD, namely for the design, construction and development of data centers, in particular distrib-

uted ones, taking into account the characteristics of data flows and jobs flows. 

1.4. Possibilities of using digital twins of data storage and processing centers 

In the modern world, in any field of human activity (science, technology, production, social life, 

etc.), the need to store and process large amounts of data can be traced. In this regard, everywhere began 

to use DCs. For example, in science, data centers are used for storage and further processing of data 

from experiments; in business – for IT outsourcing services; in government organizations – for automa-

tion of internal processes, such as document management; in security systems of urban environment, 

transport and industrial enterprises – to ensure the collection, storage and analysis of access control 

systems, video surveillance, etc. There are many computing systems of different scales for storage and 

intensive data processing. To design, create and modify such complex systems one cannot do without 

DT. Let’s consider some examples of application of data storage and processing center DTs. 

Future Facilities [6], an American company, develops software and creates DTs for DC manage-

ment. The DT is implemented as a 3D replica of a DC that can simulate its physical behavior in any 

operating scenario. The DT covers the entire DC ecosystem, including virtual representations of power, 

cooling components, etc. Such DTs are based on engineering system simulations and allow predicting 

the impact of changes in DC components through visualization and quantification of performance [48]. 

These DTs are used to design next-generation facilities, troubleshoot existing facilities, speed up capac-

ity planning processes, and improve overall efficiency and sustainability.  

Another American company Sunbird DCIM [7] specializes in creating a 3D copy of the physical 

DC, which reflects the actual conditions of the DC in real time and provides remote visualization and 

monitoring capabilities, thus providing faster DC management. This DT contains all the most important 

information about the physical infrastructure of the DC. In the form of high-quality, scalable 3D images, 
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the DC contains servers, networking equipment, storage systems, and cabling. About each of the infra-

structure components in the DC contains information about the exact location, measure, model, size, 

configuration, ports and much more. Even ports and cables that are difficult to see physically, such as 

those in cable trays, can be visualized in the model. In addition, the DT displays current readings of 

environmental sensors such as temperature, humidity, water, airflow and pressure drop, providing an 

accurate view of what is happening in the DC. This DT functionality can increase uptime by providing 

timely information about potential problems and loads on DC components, increase DC efficiency by 

analyzing current resource consumption and assessing the impact of allowable changes, increase produc-

tivity remotely, and avoid the time and expense of physically being in the DC. With automatic collection, 

storage and reporting, you can receive and analyze data on DC operations in real time. 

There are significant disadvantages in the DTs described above: 

 virtual copies of DC that are geographically located in the same physical space are presented; 

 DC are considered only in terms of engineering. 

However, firstly, distributed DCs are used more often lately, and secondly, there is a necessity to 

model data flows to form a strategy of job flow management, to analyze the amount of used resources 

in order to timely update the equipment, to prevent the situation when the available equipment will be 

insufficient to store all data or fast processing in the required time interval, to estimate the amount of 

resources required to use the DC in certain tasks, according to the requirements of the DC.  

Thus, it seems relevant to develop a method and algorithms for creating digital twins of DDCs in 

order to conduct research in the field of efficiency and reliability of distributed systems, to test various 

scaling scenarios, taking into account the requirements for data flows and jobs flows, to form and im-

prove the strategy for managing job flows, to analyze the esing resources, to estimate the necessary 

amount of resources for specific tasks according to the requirements for DDCs. 

1.5. Conclusions to Chapter 1 

This chapter clarifies the concept of a DT for the goals of this research. A DT is a computer model 

that: 

 reflects the DC architecture, as well as processes taking place in the system under consideration 

and related to data flows and job flows;  

 allows one to simulate and test new hardware configurations, thereby providing the opportunity 

to predict system failures and evaluate the results of solutions to prevent such situations. 

As a result of the analysis of existing DTs and DC modeling tools, it can be concluded that at the 

moment, neither in Russia nor abroad, there is an instrument that enables to create a DDC digital twin 
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in order to form and improve a strategy for managing job flows, analyzing used resources, and evaluating 

the required amount of resources for specific tasks according to the requirements for the DC. Thus, there 

is an urgent task of developing a method and algorithms for constructing DDC digital twins to conduct 

research on the effectiveness and reliability of DDCs both during design and during operation, to manage 

DDCs and check various scaling scenarios, taking into account the requirements for data flows and job 

flows.  
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Chapter 2. Models, methods and algorithms for creating digital twins of 

distributed data acquisition, storage and processing centers 

2.1. Preliminary remarks 

As a rule, the process of constructing a DT is realized in stages. At the first stage, data on the 

purpose of the physical object (system), its components and operation parameters are collected [49]. At 

the second stage, the information necessary for building a virtual image of the object (system) under 

consideration is extracted from the obtained data [50]. At the third stage, modeling methods are used to 

build a virtual image. The fourth stage, as a rule, is devoted to the verification of the resulting models, 

verification and validation with the physical prototype [51]. This is a very important stage, since further 

study of the considered physical object (system) depends on the adequacy of the model. If necessary, 

the model is corrected. The last, fifth stage of DT construction provides for the creation of a module for 

demonstrating the results of DT work, which should be open, accessible and presented in an understand-

able form (diagrams, charts, schemes, etc.) [52]. Thus, the basis of DT is models, and the functioning of 

DT is provided by tools that are created with the help of various information technologies. 

The efficiency of creation, use and development of DT technology is conditioned by the quality 

of the kernel (model), for the construction of which various approaches are used. There are several clas-

ses of models that are mainly used to create DT: physical model, optimization model, simulation model 

[44]. A physical model provides computer simulation of physical processes occurring in time. Such a 

model is based on the laws of physics and computer-aided engineering analysis [53]. Optimization model 

provides the search for optimal values of the target function in the presence of constraints using mathe-

matical methods. Simulation modeling is a research method in which the system under study is replaced 

by a computer model in which all or some of the processes occurring in the real system are simulated. 

In order for a DT to cope with its tasks, it is necessary to take into account the probabilistic characteristics 

of the processes occurring in the modeled system when developing the kernel [54].  

At the same time, the technologies that enable the user to interact with the DT also play an im-

portant role. The DT should have the functionality that will allow setting, displaying and editing the 

input data, as well as visualizing and processing the simulation results. For this purpose, it is necessary 

to develop a methodology and appropriate software and hardware tools. In addition, it is very important 

to provide criteria for assessing the quality of DT operation, which will be used in the process of creating 

and modernizing the DT based on the results of its operation. 

Thus, it is necessary to describe functional and non-functional requirements to the created digital 

twin of DDC.  
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2.2. Requirements for digital twins of distributed data acquisition, storage and 

processing centers 

2.2.1 Kernel requirements 

Within the framework of the considered task of creating a DT, which will help to qualitatively 

conduct research related to the creation and development of modern DDCs, taking into account the char-

acteristics of data flows and jobs flows, it is advisable to develop a unique Kernel. The uniqueness of 

the kernel lies in its universality and applicability for modeling the processes of data transfer, storage 

and processing of any DDC. When building the kernel of DT, in which the process of modeling of DDCs 

will be implemented, it is necessary to take into account modern trends in building distributed systems 

and adhere to the principle of developing a universal software package, which does not need to be mod-

ified for each modeled infrastructure. During modeling it is also necessary to take into account possible 

probabilities of changes in the system functioning processes depending on the type of equipment (e.g., 

data loss, performance changes). This peculiarity will allow to apply DT for solving a wide class of 

problems, to carry out researches connected with designing, scaling, increase of DDC performance, 

analysis of efficiency and reliability of various processes occurring in DDC during operation period. 

The DT should include functionality that allows for the selection of several potentially competitive 

options from among the many allowable equipment configurations for DDC. 

2.2.2 Requirements to the module for user interaction with the digital twin 

Of course, digital twins of DDCs cannot be fully autonomous and require human intervention, for 

example, to describe the modeled infrastructure, when testing various modifications of the distributed 

system, when searching for equipment configurations according to the available requirements. During 

the experiments and operation of the DT the structure of the modeled distributed system may be changed. 

For example, it may be necessary to add or remove computing components, data storages, communica-

tion links between the components of the DDC. This means that the developed DT should be equipped 

with a well-designed, convenient and accessible interface, where the user can not only set the required 

parameters of the DDC, but also get the results of the DT operation in a clear and structured form, 

including graphs. 

Thus, we can formulate the following functional requirements for the module for user interaction 

with the DT: 

 interaction should be in dialog mode; 

 the user should build the DDC infrastructure by locating the necessary objects on the field, 

moving them to the required area, connecting them with each other by communication links; 

 the system should allow saving the image with the DDC infrastructure to the user’s computer; 
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 the module shall provide an opportunity to set parameters of basic configuration of DDC equip-

ment,  

 the module shall provide the ability to specify the characteristics of data flows to be processed 

at the DDC; 

 the module shall provide the ability to specify characteristics of job flows to be executed at the 

DDC; 

 the user should be able to edit the data center infrastructure, equipment parameters, data flow 

and job flow characteristics; 

 the module must contain functionality for launching the DT; 

 the user should create computational experiments on the DT, which involve searching and se-

lecting the required hardware configuration for solving specific tasks (e.g., searching for the required 

number of resources for storing data coming from the experimental facility; searching for the required 

number of computational resources for processing data for a certain period of time, etc.); 

 it should be possible to create scenarios for scaling/modifying DDC parameters; 

 the results of DT operation should be graphically illustrated and reflect data volumes and dis-

tribution of different types of files in storage, using of computing components, load on communication 

links during data transfer. 

The diagram of variants of use of the described module is presented in the figure 1. 
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Figure 1. Diagram of variants of using the module for user interaction with the DT 
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2.2.3 Non-functional requirements for the method of constructing digital twins of DDCs 

The following non-functional reliability, security and performance requirements can be attributed 

to the method of constructing digital twin of DDCs: 

 various parameters and results of DT operation should be stored in the DB; 

 the speed of operation of the DT from the moment of start-up to the receipt of results should be 

determined based on the scale of the DDC and the processes occurring in it; 

 the adequacy of the DT should be verified by the results of the existing DDC for different 

parameters available during the system monitoring; the results of the DT should not deviate from the 

average value of the monitoring data by more than three standard deviations; 

 system operability should not depend on third-party software. 

2.3. Method of creating digital twins of distributed data acquisition, storage and 

processing centers 

Based on the identified functional requirements, we can formulate a method for constructing dig-

ital twins of DDCs. The method consists of the following steps. 

1. Obtaining data on DDC: equipment parameters, data flows and job flows, purposes of the DT 

construction, probabilistic characteristics of the processes occurring in DDC. 

2. Description of the DDC structure and the links between the components. 

3. Formation of virtual image of DDC on the basis of received data and description of its structure. 

4. Modeling of DDC. 

5. Graphical presentation of the DT results. 

Based on the principles of system analysis [55], the system for implementing the method can be 

represented as follows: 

 𝑀𝐷𝑇{𝐷, 𝑆, 𝑉, 𝑀, 𝐺, 𝑅, 𝑄, 𝑊},  (1) 

where D — physical objects of DDC, S — data model entities, V — objects of the DDC virtual image, 

M — objects of modeling processes in DDC (the kernel of DT), G — instances of the module for user 

interaction with DT, R — relations defining links between physical objects and data model entities, Q — 

relations defining links between data model entities and objects of the DDC virtual image, W — elations 

defining links between the results of DT operation and their graphical representations. 

Each physical object of an DDC  (𝑑 ∈ 𝐷) has a set of parameters that characterize the components 

of the distributed centers X, i.e.: 𝑑 ∈ 𝐷 ⊂ 𝑋1 × 𝑋2 × … × 𝑋𝑁, where 𝑋𝑖 are the properties of physical 

objects at 𝑖 = 1, 𝑁̅̅ ̅̅ ̅ (𝑁 ∈ ℕ). Physical objects are capable of changing from one state to another under 
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the influence of external factors or processes occurring in DDCs, so physical objects are formalized in 

the following form: 

 𝐷 = {𝑋, 𝛷, 𝑓},  (2) 

where 𝛷 is the set of admissible states of the object, f is the transition function from one state to another, 

i.e. 𝑓: 𝛷 × 𝑋 → 𝛷.  

A data model is needed to formally describe the objects of the DDC, where each physical object 

corresponds to a certain entity (𝑠 ∈ 𝑆), i.e. 𝐷
𝑅
→ 𝑆, where 

 𝑅: {𝑠 ∈ 𝑆|∃𝑑 ∈ 𝐷, 𝑠 = 𝑅(𝑑)}. (3) 

The relationships between the components of an DDC are described in the data model as 𝑃: {𝑠𝑖𝑃𝑗𝑠𝑘}, 

where 𝑖, 𝑗, 𝑘 = 1, 𝑁̅̅ ̅̅ ̅ (𝑁 ∈ ℕ). Therefore, the formal description of the data model is as follows: 

 𝑆 = {𝐷, 𝑅, 𝑃}.  (4) 

The virtual image of the DDC should be formed based on the parameters of real physical objects 

and the links between them (P), which is reflected in the data model, i.e. 𝑆
𝑄
→ 𝑉, where 

 𝑄: {𝑣 ∈ 𝑉|∃𝑠 ∈ 𝑆, 𝑣 = 𝑄(𝑠)}. (5) 

Thus, the virtual image of DDC is formalized as 

 𝑉 = {𝑆, 𝑄, 𝑃}.  (6) 

The main stage of the method of constructing digital twins of DDCs is the modeling process, for 

the implementation of which objects (data and job generators, data movement scheduler, management 

object for data processing job , etc.), which together constitute the kernel of the DT (𝑚 ∈ 𝑀) must be 

created. The initial data of this stage are the parameters of the virtual objects of the DDC (𝑣 ∈ 𝑉), each 

of which has a set of admissible states (U). Each virtual object, similar to its physical image, has a 

transition function for state change (ℎ: 𝑈 × 𝑉 → 𝑈), which should be taken into account when modeling 

various processes occurring in DDC. The outputs of the considered stage are formal descriptions of the 

states of the objects (𝑧 ∈ 𝑍 ⊂ 𝑌1 × 𝑌2 × … × 𝑌𝑁, where 𝑌𝑖 are the properties of the objects at 𝑖 =

1, 𝑁̅̅ ̅̅ ̅ (𝑁 ∈ ℕ)) at each moment of time (T). Thus there exists an exit function 𝑘: 𝑈 × 𝑉 → 𝑍. The exit is 

possible when a given running time is completed, when the job flow process ends, or when resources 

overflow, which cause the DDC to stop running. Consequently, formally, the kernel of the DT can be 

represented as follows: 

 𝑀 = {𝑇, 𝑉, 𝑈, 𝑍, ℎ, 𝑘}.  (7) 

It is worth noting, the uniform (8) or normal (9) distribution of a continuous random variable can 

be used to generate object parameters such as data volume and job execution time. 

 𝑝𝑟(𝑥) =  
1

𝑏−𝑎
, (8)  



29 

 

 

 

where 𝑝𝑟(𝑥) is the probability density function of a uniform distribution, [a, b) is the interval of accepta-

ble variation of the value of the parameter under consideration. 

 𝑝𝑛(𝑥) =  
1

√2𝜋𝜎2
𝑒

−
(𝑥−𝜇)2

2𝜎2 , (9)  

where 𝑝𝑛(𝑥) is the probability density function of the normal distribution, 𝜇 is the mean value of the 

random variable, 𝜎 is the standard deviation. 

The events of changing the state of DDC objects can include, for example, the transition of equip-

ment to a non-operational state, changes in performance, etc. Events can be described in terms of prob-

ability distribution, since the time of their occurrence is a random variable. The flow of events is formed 

according to Poisson’s law, according to which the moments of occurrence of events are distributed. The 

intervals between the occurrences of events are determined by the formula of exponential distribution: 

 𝜏 =  −
1

𝜆
∗ ln(𝑟), (10)  

where 𝜏 is the interval between random events, 𝜆 is the average number of events per unit time, 𝑟 ∈

[0; 1] is a uniformly distributed random number. 

Characteristics of data flow and job flows, parameters of random events of object state change, 

types of probability distribution are determined by the user, who is an expert in the field of DDC admin-

istration. Evaluating the system reliability and failure probability according to the data of various mon-

itoring systems, the user can change the settings of DT parameters in order to obtain information on data 

processing time, using resources, etc. to make a decision on the strategy of job flow management or 

possible redistribution of resources. 

Appropriate interfaces (𝑔 ∈ 𝐺) should be provided for user interaction with the DT in the dialog 

mode, in particular, for setting various parameters and graphical representation of the results of the DT 

operation, which can be formally represented as follows: 

 𝐺 = {𝑍, 𝑊}, (11)  

where Z are the formal descriptions of the states of the objects, the information about which was stored 

in the process of DT operation, W are the relations defining the links between the results of DT operation 

and their further representations (𝑍
𝑊
→ 𝐺), namely: 

 𝑊: {𝑔 ∈ 𝐺|∃𝑧 ∈ 𝑍, 𝑔 = 𝑊(𝑧)}. (12) 

Based on the results of the DT, the expert can make a decision to select the required equipment 

configuration from some set of alternatives {𝜓}, based on the selection principle Ω. I.e., the decision 

making problem can be formalized in the form: 

 {{𝜓}, Ω} → 𝜓∗, (13) 

where 𝜓∗ — selected alternative. The principle of selection depends on the goal, which can be the search 

for equipment configuration and job flow management strategy that ensures processing of all data in the 
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minimum amount of time, using the least amount of resources, etc. So, it is necessary to find such an 

alternative that delivers a minimum of one, the most preferred criterion (for example, time), provided 

that the values of the other criteria are no more than some predetermined values: 

 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎1(𝜓) → 𝑚𝑖𝑛; 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎𝑗(𝜓) ≤ 𝑐𝑗; 𝑗 = 2, 𝑁̅̅ ̅̅ ̅ (𝑁 ∈ ℕ), (14) 

where 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎1(𝜓) is the most preferred criterion, 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎𝑗(𝜓) is the set of criteria, 𝑐𝑗 is the given 

acceptable value of the j-th criterion. 

The selected alternative should provide more efficient use of resources and reliable scenarios for 

scaling and managing the data flows and job flows of DDC. In general, the performance indicator is 𝛼 =

< 𝛨ц, 𝑇 >, where 𝛨ц — target effects, T — time costs. 

In order to implement each step of the method, it is necessary to develop algorithms, as well as a 

data model where the initial data about DDC and the results of the DT will be stored. Further material 

is presented in accordance with the published article [56]. 

2.4. Algorithms for implementing of the method of creating digital twins of distributed 

data acquisition, storage and processing centers 

2.4.1 Algorithm of kernel operation 

The key element in the method of constructing digital twins of DDCs is the kernel, or the modeling 

program of distributed systems, which takes into account the parameters of data flows and jobs flows to 

be processed, as well as probabilistic characteristics of the processes occurring in DDC. Therefore, first 

of all, it is necessary to describe the algorithm of the simulation program (see Fig. 2). 
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Figure 2. The algorithm of operation of the DDC digital twin kernel 
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In order for the kernel to be universal and can be used for modeling the processes of data trans-

mission, storage and processing of any DDC, it is necessary to adhere to the principle of developing a 

universal software package, which does not need to be modified for each modeled infrastructure. In this 

regard, all input parameters that describe the structure of the DDC, the configuration of its equipment, 

the characteristics of data flows and job flows should be stored in the DB. In addition, the DB should 

contain information about possible events occurring in the DDC. An event means, for example, a sched-

uled equipment shutdown, its temporary cessation of operation, performance changes, etc. Events are 

not tied to a specific object, because they can occur with any element of the DDC. The event can occur 

independently of the object, for example, when stopping the whole DDC, or it can be initiated by the 

object processes, for example, data storage overflow, which occurs when data exceeding the available 

resources are written. The DB should describe the scenarios of modeling and modification of the DDC 

equipment parameters, as well as the criteria for collecting statistics about specific objects in the process 

of operation of the future DT. Thus, the first stage of the algorithm is to set up the connection to the DB 

and obtain all the necessary information about the modeled system.  

The second stage of the algorithm is the formation of a virtual image of the DDC. At this stage, 

using the initial data obtained from the DB, the creation of objects of the future model and the links 

between them is carried out. Further, the structures for data flows and jobs flows are defined, the flow 

of events is generated. Due to the fact that events can occur with any object, it is advisable to introduce 

the concept of “object subscription to an event”, thanks to which it is possible to control simultaneously 

all elements of DDC at the moment of occurrence of this or that event. Thus, objects are subscribed to 

any number of events. At the same stage, objects are created that should be responsible for planning the 

processes of data and jobs movement between the DDC elements, as well as objects that will collect and 

record in the DB statistical information about the processes occurring in different DDC elements during 

the third stage of the algorithm — modeling.  

Modeling is carried out by constant time units, the minimum value of which is 1 second. For each 

model object built at the previous stage of the algorithm, in accordance with the flow of events, changes 

are made in the data, which correspond to the time unit of DDC operation. The onset and duration of 

each event is determined according to one of the probability distributions (e.g., Poisson). Data movement 

and job management schedulers are the key objects that describe the processes occurring in the DDC. 

At each unit of time, the data movement scheduler checks all storages for new data, which are generated 

according to the selected probability distribution law. If they are found, the process of data transfer from 

the current storage to the destinations is started according to the description of the structure of the mod-

eled DDC. The task of the second scheduler is to manage the flow of jobs for processing the available 

data. At each unit of time, the scheduler creates a certain number of jobs, the execution time of which is 
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a random variable distributed according to one of the laws (e.g., uniformly), activates and sends previ-

ously created jobs for execution. There are two basic models for launching jobs on computational re-

sources. The first model represents sending jobs to queues that are located directly on the counting nodes 

of computational components. In the second model, there are general queues for each class of jobs that 

are not assigned to specific computing resources. Therefore, computing components have individual 

pilots that control the process of launching jobs. A pilot is an algorithm that analyzes the number of free 

cores on a computational component allocated to a certain type of jobs. If free resources are available, 

the pilot takes a job from the corresponding queue and sends it for execution. Then the job is removed 

from the queue, occupies computational resources (slots) and starts to be executed, i.e. processes the 

input file if it is available in the storage. Each slot includes some subset of cores. The job may require 

either one or several cores. As a result of job execution, the output file is written to the storage with 

which the compute resource is associated. When each task is completed, the scheduler frees the compu-

tational resources. Throughout the entire modeling stage, data is recorded in the DB, which reflects 

statistical information about all the ongoing processes. 

2.4.2 Algorithm of the module for user interaction with the digital twin 

The algorithm of the module for user interaction with the DT is presented in the diagram in Fig-

ure 3. User interaction with the DT begins with the construction of the DDC infrastructure. According 

to the requirements, the user needs to select from a list of objects corresponding to the equipment of the 

DDC, place it in some area and set up the basic configuration of this device. After that, all information 

about the object added to the infrastructure is stored in the DB. After all the necessary objects are added, 

the user must configure the communication links between them. Communication links are logical con-

nections between the components of the DDC, through which the data are transmitted. User should select 

the objects between which the connection is made and set the required parameters to configure the links. 

Information about communication links is also added to the DB. Further it is required to create data 

flows for processing at the DDC and job flows that will process this data. The user can edit the DDC 

infrastructure, basic equipment configuration, change the parameters of data flows and job flows before 

proceeding to the next stage, which is to create the DT. 
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Figure 3. Algorithm of the module for user interaction with the digital twin of DDC 

DTs can be created for different tasks, for example, to design an DDC; to check the performance 

of an existing DDC with current equipment parameters and to find problem areas of its operation; to 

scale DDC and to find an equipment configuration that will meet certain requirements, etc. In this regard, 
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the user needs to create computational experiments where the DT will be applied to solve a specific 

problem. When adding a computational experiment on the DT, it is important to specify objects and 

events, information about which will be stored in the DB. In each such experiment there will be access 

to the basic configuration of equipment, which was created when building the DDC infrastructure. At 

the same time the user can add additional modifications to the equipment parameters, if it is necessary 

to solve the task at hand. After configuring the computational experiments, the DT is launched. If there 

are several modifications, the DT for each modification can be launched simultaneously. 

In the process or upon completion of the DT operation, the user can view and further analyze the 

results in order to assess the efficiency of solving the tasks of building and development of DDC. The 

user should select the type of equipment of interest, after which interactive graphs will be built using 

data from the DB, which were recorded during the operation of the DT. For example, the graphs can 

reflect data volumes and distribution of different types of files in storages, using of computing compo-

nents, load on communication links during data transfer, etc. Interactive graphs imply the ability to zoom 

and select data for viewing. The user can save the results of the DT operation for any modification in 

the form of images with graphs, which reflect the changes occurring in the DDC. 

2.5. Data model 

The DB plays a key role in the development of algorithms for the implementation of the method 

of creating DTs of DDCs. The DB should store information about the architecture of the DDC, param-

eters of equipment included in its composition, characteristics of data flows and job flows, events oc-

curring in the DDC, scenarios of possible scaling of the system, and the results of the work of the DT. 

In this regard, it is necessary to develop a data model, which should include the following entities: 

 DataStorages — DDC data storages; 

 ComputingComponents — DDC computing components;  

 Pilots — pilots, i.e. objects that will launch jobs on DDC computing resources; 

 Slots — slots that are part of the computing components of the DDC; 

 Links — DeepL Translate – Самый точный переводчик в мире; 

 DataTags — types of data stored and processed in DDC; 

 DataFlows — data flows for storage and processing in the DDC;  

 JobQueues — job flows that will process the data available in the DDC; 

 TransportJobs — objects for transferring data flows between DDC storages;  

 Events — possible events occurring at the DDC; 
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 Event_Object — parameters of probabilities distributions of events occurrence for each object 

with which this or that event can happen; 

 Sensors — objects for collecting statistics in the process of DT operation; 

 Experiments — variants of launching DT for different tasks (computational experiments); 

 Modifications — modifications (scaling scenarios) of the basic configuration of DDC equip-

ment; 

 SimulationReport — DT results. 

The attributes of the DataStorages entity are the parameters of DDC data storages: identifier, 

name, description, volume, name of the object for statistics collection. For the object of data generation, 

i.e. the active storage, attributes are required to indicate the fact of activity and the rate of data appear-

ance. For each storage, a priority value should also be set, which indicates the sequence in which devices 

are viewed during the scheduling of data transfer processes. 

The attributes of the ComputingComponents entity are the parameters of the DDC computing com-

ponents: identifier, name, description, number of computing resources (cores), name of the object for 

statistics collection. If the computing component has a possibility to reduce the time spent on job exe-

cution, an attribute containing the value of the speed up factor is required. 

The attributes of the Pilots entity are the parameters of pilots that will run jobs on the DDC com-

puting resources: identifier, name, description, name of the object for statistics collection. To identify 

the resource on which the pilot will work, an attribute specifying the name of the computational compo-

nent is required. According to the kernel algorithm, there are individual pilots for each class of jobs on 

computational components, so the entity under consideration must contain an attribute that specifies the 

name of the job flow. Each pilot should have a priority value that indicates the sequence in which entities 

are viewed during the scheduling of data processing job startup processes. To divide job flows into 

several computational components, an attribute is introduced that specifies the fraction of jobs from the 

total flow that should be picked up by the pilot from the queue. Due to the fact that there can be several 

types of resources for data storage in the DDC, attributes indicating the name of the data storage for 

reading the initial data, for processing and recording the results of computational jobs execution are 

added. 

The attributes of the Slots entity are the parameters of the slots that are part of the DDC computing 

components: identifier, name, number of cores allocated to a particular pilot, name of the object for 

statistics collection. It is important to note that the total number of cores in all slots belonging to one 

computing component must not exceed the total number of cores on the resource. The attribute respon-

sible for the slot activity is necessary to realize the possibility of changing the number of computational 

resources in the process of DDC operation. 
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The attributes of the Links entity are the parameters of the links between the components of the 

DDC: identifier, name, description, bandwidth, name of the object for statistics collection. As a rule, a 

links connects objects of different entities, the names of which are indicated in the corresponding attrib-

utes. To realize the possible event of communication link disconnection, an attribute is provided, by 

means of which the entity becomes inactive. 

Attributes of DataTags entity are parameters of data types stored and processed in DDC: identifier, 

name, description. The attributes of the DataFlows entity are the parameters of data flows to be stored 

and processed in the DDC: identifier, name, description, data type, name of the object for statistics col-

lection. Each flow is bound to a specific storage to which data will be written. A certain amount of 

resources is allocated for each flow in the storage, in case of overflow of which the flow status will 

change to inactive for recording. It is important to note that the total allowable volume of data flows 

belonging to one storage must not exceed the total storage resource volume. When creating a DT may 

be necessary to consider the variant of work DDC, in which the data stores have already written a certain 

number of files for processing. For the described case, this entity has a corresponding attribute. 

The attributes of the JobQueues entity are the parameters of the job flows that will process the data 

available in the DDC: identifier, name, description, name of the object for statistics collection. For each 

type of tasks such values as: type of input/output data, average volume of input/output data, average 

time of job execution should be defined. In addition, the number of jobs in flows may differ, some jobs 

may be started more often, and some jobs may start executing only after others are finished. All these 

details are reflected in the attributes. It is important to provide for the possibility of random generation 

of data files and jobs for their processing, therefore, attributes defining permissible limits for changing 

certain values have been added to the entity. 

The attributes of the TransportJobs entity are the parameters of the objects for transferring data 

flows between DDC storages: name, names of storage resources between which data are transferred and 

the communication link connecting them, type of transferred data. For each object, a priority value must 

be set, which indicates the sequence of device viewing during the planning of data transfer processes. It 

is possible to divide data flows into several distributed storages by means of an attribute, where the 

percentage of data from the common flow to be transferred to certain resources will be specified. The 

attribute of delayed start of data transfer is introduced to realize the situation of redistribution of storage 

resources. 

The attributes of the Events entity are the parameters describing possible events occurring in the 

DDC: identifier, name, description, name of the object for statistics collection. Such events can be, for 

example, stopping/starting one of the DDC elements, increasing/decreasing the number of available 

computing or storage resources and others. The attributes of the Event_Object entity are the parameters 

of event probability distributions for each object with which an event can occur: event identifier, name 
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and type of object, which can be data storages, computing components, slots, communication links. The 

main attributes are the distribution type and the value of the event occurrence probability, which can 

differ not only depending on the object type, but also on its purpose. For realization of dependent events, 

additional attributes are provided. 

The attributes of the Sensors entity are the parameters of the objects for collecting statistics during 

the operation of the DT. For each type of element included in the DDC: data storages, computing com-

ponents, pilots, slots, communication links, data flows, job flows, events — a special program object of 

statistics collection is provided, having an identifier, name and description. The collected information 

should be averaged and saved with a specified frequency, which will speed up the recording process and 

save space in the DB. 

The attributes of the Experiments entity are the parameters of variants of the DT launch for differ-

ent tasks: identifier, name, description, launch parameters, date and time of creation, as well as the list 

of identifiers of the objects of statistics collection, which can be changed according to the needs of the 

DT use. The attributes of the Modifications entity are the parameters of modifications (scaling scenarios) 

of the basic configuration of the DDC equipment: identifier, parameters of the DDC equipments, which 

are changed in accordance with the scenario relative to the basic configuration, status, as well as the date 

and time of creation, start, and completion of the DT operation. To identify the records with the DT 

results according to a particular scenario, the corresponding attribute is added, which contains the value 

of the identifiers of the CD start and the scenario. 

Attributes of the SimulationReport entity are parameters describing the DT results. Each record 

contains the identifier, system time of statistics collection, identifier and name of the object, which is 

part of the DDC, information about the results of work of which is contained in the record. For each type 

of objects, the data are recorded, which are of the greatest interest for tracking the processes occurring 

in the DDC in accordance with the description of the objects of statistics collection. The results of all 

variants of starting the DT with different modifications are stored in one table, therefore an attribute is 

provided to identify the record of each scenario. 

A full description of the attributes of the listed entities is provided in the Appendix 1. Notes are 

added for each attribute, according to which a physical data model is developed for the database imple-

mentation. Figure 4 presents a logical data model showing all described entities, their attributes and 

relationships. 
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Figure 4. Logical data model 
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2.6. Conclusions to Chapter 2 

Functional and non-functional requirements for DDC digital twins are defined. The requirements 

include requirements for the core, which is a simulation program, and requirements for the module for 

user interaction with the DT. The main requirements of the core are universality, adequacy of modeling 

taking into account the characteristics of data flows and job flows, probabilistic processes of the system 

functioning, as well as applicability for modeling the processes of data transfer, storage and processing 

of any DDC. The requirements for the module for user interaction with the DT include the visibility of 

the presentation of source data, the modeling process and results, as well as the release of a user from 

participation in the development and maintenance of the DT core. The requirements are formulated in 

accordance with the use cases of the future DT, the main task of which is to assess the effectiveness of 

solving the tasks of building and developing a DDC. 

As a result, a new method for creating and using DTs is formulated to solve the tasks of managing 

and developing DDCs, including improving their technical characteristics. A formal description of the 

method is presented. The proposed method differs from existing ones in the ability to simulate such 

processes as data storage and processing, taking into account the characteristics of data flows and jobs, 

the probabilities of failures and changes in the equipment performance and other processes occurring in 

the simulated system. 

To implement the method, algorithms for the core operation and the user module are developed. 

The algorithm of the core can be divided into three stages: obtaining data about the DDC, forming a 

virtual image of the DDC, and modeling. The algorithm of the module for user interaction with the DT 

includes the construction of a DDC infrastructure, the creation of a DT, and viewing the results of the 

DT work. 

A data model is created, entities are presented. The entities describe the architecture of the DDC, 

the equipment included in it, data flows and job flows, events occurring in the DDC, scenarios for the 

possible scaling of the system, and the results of the DT work. 

The first provision to be defended is proved: “A method for constructing a digital twin is devel-

oped. The method allows describing distributed data acquisition, storage and processing centers, taking 

into account data flows and job flows, as well as processes occurring in the DDC”. 
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Chapter 3. Implementation of algorithms and development of special 

software for creating digital twins and interacting with them 

3.1. Implementation tools 

It is necessary to define a list of technologies to implement the method of building digital twins of 

DDCs. First of all, it is necessary to choose a programming language that will allow to create a cross-

platform software product. Python — an interpreted object-oriented high-level programming language 

with dynamic typing and automatic memory management — is chosen from the set of existing languages 

[57]. Its advantages for developing complex algorithms with multiple methods are the availability of a 

variety of libraries that can be used to process command line arguments, encode and decode data into 

various formats, work with high-level mathematical functions, and finally interact with database man-

agement systems (DBMS). The Python libraries used will be described in more detail in the following 

sections when the developed algorithms are described in detail. 

The Python programming language can be used to create web services that can be conveniently 

used for user interaction with the DT. For example, the freely distributed open source web framework 

Django supports Object-Relational Mapping (ORM) technology for accessing database entities [58]. 

Django's architecture is called Model Template View (MVT, model-template-representation) because 

models map the data structures needed by the application to tables in the DB, templates are responsible 

for presenting the data to the user, and the view formats the data from the models into a specific view 

and passes it to the templates [59]. The user interface in this case is conveniently implemented as adap-

tive web pages using the JavaScript programming language and the Bootstrap, Cytoscape.js and Plotly 

libraries. The libraries used will be described in more detail in the following sections when describing 

the developed algorithms in detail. 

The freely distributed object-relational DBMS PostgreSQL [60] was chosen for storing the data 

required for creating, launching and functioning of the DT. The physical realization of the DB is based 

on a detailed description of the attributes of the entities of the developed data model, which is presented 

in the Appendix 1. 
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3.2. Implementation of the digital twin kernel 

Due to the fact that the DT kernel, in which the process of DDC modeling will be implemented, 

should be universal for modeling the processes of data transmission, storage and processing of any DDC, 

it is necessary to adhere to the principle of developing a universal software package, which does not 

need to be modified for each modeled infrastructure. The object-oriented approach is used for the devel-

opment of the DT kernel. 

All objects from the data model are described by the abstract base class Object_DC (see Fig. 5) 

which includes general properties of the DDC elements, such as identifier (id), name (name), description 

(description), priority (priority), active status (active) and the list of events (events) that can occur. The 

class implements the constructor and methods of getting statistical information about the object func-

tioning (GetStatistics), adding an event (AddEvent) and sorting events by the nearest time of occurrence 

(SortEventByMinTime). The methods of editing object parameters (EditObject) and processing events 

(ProcessEvents) are abstract and are implemented in the base class inheritors: DataStorages, Compu-

tingComponents, Pilots, Slots, Links, DataFlows, JobQueues, TransportJobs, Events, Sensor. 

Figure 6 shows a diagram demonstrating the general structure of the hierarchy of kernel classes, 

which describe the entities of the described data model, as well as additional objects that allow to im-

plement the process of modeling the work of DDCs. 
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Figure 5. Class diagram describing the inheritance hierarchy 
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Figure 6. Detailed class diagram for the DT kernel 
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The DataStorage class describes data storages of DDC. Distinctive properties of the object are the 

maximum storage volume (volume) and the rate of data generation per unit of time (quant), if the object 

describes a data generator. A data generator can be subscribed to an event that changes its parameters. 

The data generator has no memory for storing information, so if by the beginning of the next generation 

event the data volume of the generator is not equal to zero, the information is considered lost. In this 

regard, a data loss counter (lostdata) is required. Data in storages are managed by flows, which are 

described in the DataFlow class. Each flow is bound to a specific storage (storage) to which data of a 

certain type (data_type) will be written. Each flow in the storage is allocated a certain volume of re-

sources (volume) for each thread, in case of overflow of which the flow status will change to inactive 

for writing. Data in a flow are stored as files (files).  

Data is moved between storages using objects described in the TransportJob class. The fields are 

the type of transferred data (data_type), pointers to the storages between which the data are moved 

(storage_from and storage_to), and a pointer to the data transfer link (link). To implement the process 

of dividing data flows into several storages, a field (part) is created, which contains the value of the 

percentage of data from the total flow to be transferred to certain resources. There is a field of delayed 

start of data transfer (time_start) to realize the situation of reallocation of storage resources. The Data-

Transfer class was created to detail the process of transferring data files. The fields are pointers to files 

for data transfer (link_file_source) and reception (link_file_fin), as well as transfer status (trans_status). 

Possible statuses are listed in the TransportStat element (no transmission, transmission in progress, 

transmission completed). Communication links between DDC objects for data transfer are described in 

the Link class. The characteristics of the link are bandwidth (bandwidth) and references to the infrastruc-

ture objects between which the link is performed (from и to). 

The File class describes data files. Each file has a name (name), a size (length), a creation time 

(time_creation), a modification time (time_modification), and a completion time (time_final). Since a 

file can be used to write or read for processing, a field is added to reflect its status (status), as well as a 

field describing the subscriptions (subscriptions) object that requires the file. The FileStatus element 

lists the possible statuses of the file: new, ready for use, in process of transfer, transferred, in process, 

processed successfully, processed failed. The subscriber object can be either a data storage or a compu-

ting component, so the SubscribeType element is introduced, which lists the types of acceptable file 

usage: write, read, read for processing, write after processing. 

The ComputingComponent class describes the computing components of an DDC. Each compu-

ting component contains a certain number of cores (cores) on which various jobs will be executed. To 

possibly reduce the time spent on job execution on a computing component, a field describing the speed 

up factor (speed) is created. The cores of the computational component are combined into slots, which 

are described in the Slot class. It is on these slots that data processing jobs are performed. A certain 
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number of cores (cores) is allocated for jobs of different types. In this case, we consider a model with 

general queues for each class of jobs, not assigned to specific computing resources, so the process of 

launching jobs is controlled by pilots, which are described by the Pilot class. Each pilot works only 

within one computational component (comp) and controls only a certain type of jobs, which are formed 

in some queues (queue). Since all jobs from the queue can be divided among several pilots, a field 

(jobs_part) is added to the class to specify the percentage of jobs to be taken by a pilot from the queue. 

Additionally, fields indicating the data storages for reading the input data for processing (storage_input) 

and recording the results of computational jobs (storage_output) have been added to the class. 

Data processing tasks are described in the Job class. The job is characterized by such class fields 

as name (name), generation time (gentime), runtime (runtime), output data volume (outfile_vol), output 

data type (outfile_type), executed operations counter (process_position). The job must process a file, so 

a field that contains a reference to the input data for processing (input) and a field that contains a refer-

ence to the object detailing the process of file transfer from storage (datatransfer) are added. The JobSta-

tus element is introduced to track the status of job execution (status). Possible variants of job status: 

new, activated, taken by pilot, sent to execution slot, started, waiting for file for processing, running, 

completed successfully, completed with error. After creation, all jobs fall into queues (flows), which are 

described by the JobQueue class. For each queue are defined such characteristics as: input/output data 

type (input_data_type and output_data_type), average input/output data volume (input_volume and out-

put_volume), average job execution time (runtime). Besides, the number of jobs in flows may differ, 

some jobs may be started more often, and some jobs may start executing only after others are finished, 

that's why the corresponding fields (power, temp, start_delay) are added to the class. fields for values of 

permissible modification of input/output data volumes (input_mod and output_mod), job execution time 

(runtime_mod) and start frequency (temp_mod) have been added to the class. 

To describe possible events occurring in DDC, the Event class is created. The class fields are 

probability of event occurrence (probability), time of occurrence (initial_time) and permissible values 

for changing object properties (initial_value, value). Objects of the Sensor class are required, which are 

characterized by the averaging period of the collected information (period) and the frequency of writing 

to the DB (compression), to collect statistics in the process of operation of the DB. 

The key elements in the implemented kernel are the data movement scheduler (DataScheduler 

class) and the jpb management scheduler (JobsScheduler class). The life cycle of these elements and 

their main functions are shown in Figures 7 and 8 respectively. A field of the DataScheduler class is a 

list of references to objects (storages) that are data stores, since the data movement scheduler must con-

trol any operations on files. At each unit of time, the data movement scheduler checks the health of all 

stores, which in turn performs event processing and then responds with the status of their activity. The 

datastorages are then checked for new data that are generated in the data flows according to the required 
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probability distribution law. In case of their detection, the process of data transfer from the current stor-

age (Transfer()) or from the generator (TransferStepGeneration()), if it is provided by the computing 

infrastructure, to the destinations (SelectDataStorageTo()) according to the list of objects requesting a 

certain file (FileSubscription()) is started. The fields of the JobsScheduler class are lists of references to 

objects that contain queues of jobs to be executed (queues), and are responsible for launching jobs (pi-

lots) on specific computational resources (comps). At each time unit, the scheduler creates a certain 

number of jobs (CreateJob()), the execution time of which is a random variable distributed according to 

a specified law, activates previously created jobs (ActivateJob()) and sends them to the computing com-

ponents for execution in the queue. Next, a pilot is selected to run the job on the computational compo-

nent (SelectPilot()). The pilot analyzes the number of free cores on the computational component. If free 

resources are available, a job is executed (ExecuteJob()): the pilot takes a job from the corresponding 

queue and sends it for execution on computational resources, in the process of which the input file is 

processed if it is available in the storage (ProcessingStep()). When each job is completed, the scheduler 

removes it from the queue and frees computing resources. 

Generation of all data and jobs, event occurrence times is performed using the distributions class, 

where methods of random values generation according to different distributions (uniform (uniform()), 

normal (normal()), Poisson (poisson())) are implemented using the module of work with high-level 

mathematical functions and multidimensional arrays NumPy [61]. 
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Figure 7. Sequence diagram for the data manager scheduler 
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Figure 8. Sequence diagram for the job management scheduler 

Now let's consider the general principle of kernel operation, its relations with the described classes 

and additional parameters that are necessary for its operation, which is reflected in Figure 9. 
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Figure 9. General class diagram for the DT kernel 

The developed program should be run using the command line, so the Parser class was developed. 

The only method of the class with the help of the argparse library [62] processes the specified arguments, 

which are necessary for further operation of the program. Such arguments include: the operating time of 

the experimental facility in hours for which the computational infrastructure is created (simula-

tion_time); the time resolution factor (resolution_factor), which is necessary to speed up the program 

and obtain results in a shorter time (calculations are performed not for each second of astronomical time, 

but for the time indicated by this factor); the identifier of the DT for logging the results of its operation 

(log_id). 

The first step after starting the program is to configure the connection to the DB and get all the 

necessary information about the DDC. The DB connection settings are described in a special file with 

the extension .ini, where such parameters as host, port, user name, password and DB name are specified. 

A single method of the config class parses the parameters of the configuration file using the configparser 

module [63]. The Database class describes the connection to the DB and, using the psycopg2 module, 

implements the methods of interaction with the PostgreSQL DBMS: connect and disconnect (connect() 

and disconnect()), get the list of tables (get_tables_name()), get data from a given table (get_data()), add 

new data (insert()), update data (update()).  

The second stage of the algorithm is the formation of a virtual image of the DDC. At this stage, 

using the initial data obtained from the DB, the creation of objects of the future model and links between 
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them is carried out. Further, structures for data flows and job flows are defined, a flow of events is 

generated, to which DDC objects are subscribed. Schedulers of data and job management processes are 

created, as well as objects that will collect and record in the DB statistical information about the pro-

cesses occurring in various elements of the DDC.  

The third stage is modeling. Modeling is carried out by constant time units, the minimum value of 

which is 1 second. Since the program is designed to analyze the flow of data and jobs in the system, the 

methods of the data transfer scheduler (data_scheduler.Transfer()) and job management scheduler 

(job_scheduler.StepRun(system_time)) are called. For each model object built in the previous step of the 

algorithm, changes are made to the data according to the flow of events that correspond to the time unit 

of the DDC operation. Throughout the entire modeling stage, statistical information about all ongoing 

processes is obtained (CreateRecordsStatistic()) and data are written to the DB (WriteRecordsStatis-

tic()). 

In this way the kernel of the DT is developed taking into account all the declared requirements. 

3.3. Implementation of a module for user interaction with a digital twin 

The module for user interaction with the DT functions in a dialog mode. The module is realized in 

the form of adaptive web pages taking into account all the requirements. HTML, CSS, Bootstrap and 

JavaScript technologies were used. Each page is described in a separate template for ease of further use 

when building the project in the special software. 

User interaction with the DT begins with building the DDC infrastructure (see Fig. 10). The page 

contains a list of objects corresponding to possible DDC equipment, as well as a field for locating the 

required objects and connecting them to the common infrastructure. Moving an object to the field opens 

a form for entering its parameters. When you click on the “Add device” button, all information about 

the object will be saved in the DB. This is how the basic configuration is set up. After all the necessary 

objects are added, the user must configure the communication links between them. Communication links 

are understood as logical connections between the components of DDC, through which data are trans-

mitted. To configure the links, select the objects between which the connection is made and set the 

required parameters (see Fig. 11). To create data flows and job flows by analogy, forms for entering the 

required parameters are created. Information about communication links, data flows and job flows 

should also be added to the DB. The user can edit the DDC infrastructure, basic equipment configuration, 

change the parameters of data flows and job flows before proceeding to the next stage, which is to create 

the DDC. 
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Figure 10. Page for building DDC infrastructure and setting up basic equipment configuration 

 

Figure 11. Page for building DDC infrastructure and setting up communication links between objects 

Building DDC infrastructure is one of the most important functions. The process involves ani-

mated arrangement of objects on a form (HTML canvas element) on which they can be moved, con-

nected, selected. Configuration building resembles the process of building a weighted graph, where the 

added objects are vertices, and the links between them, which describe the communication links with 

bandwidth — edges with weights. Due to this feature, the Cytoscape.js library, which is focused on 

graph and network construction, was chosen to implement the functionality. The library has built-in 
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rendering with gestures and events, and allows manipulating highly customizable and interactive graphs 

[64].  

A corresponding simple HTML page for adding computational experiments on the DT has been 

created to describe the purpose of creating the DT and entering additional parameters for the modeling 

process (see Fig. 12). In each computational experiment there is access to the basic configuration of the 

equipment, which was created during the construction of the DDC infrastructure, also the user can add 

additional modifications to the equipment parameters and enter the events occurring in the DDC. After 

configuring the computational experiments, the DT is launched (see Fig. 13). 

 

Figure 12. Page for adding a computational experiment 
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Figure 13. Page to view information about the computational experiment and start the DT 

According to the requirements, in the process or upon completion of the DT work, the user should 

be able to view the DT results. The Plotly library is used to implement this function [65]. On the page, 

the user is presented with interactive graphs depending on the type of equipment selected (see Fig. 14). 

Interactive graphs provide the ability to zoom in and select data for viewing, which helps to identify 

several potentially competitive options from a variety of acceptable equipment configurations. The user 

can save the DT results for any modification in the form of images with graphs. All of these features are 

provided by the Plotly library. 

 

Figure 14. Page for viewing the DT results 

Thus, a module for user interaction with the DT is realized taking into account all the declared 

requirements. 
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3.4. Development of special software 

The implemented models, methods, modules and algorithms are combined into a single software 

package for further use as a part of special software, which is a problem-oriented system of management, 

decision-making and optimization based on DT models. The special softwarearchitecture is presented in 

Figure 15. Special software contains three main blocks: data storage, modeling, presentation of results. 

Data storage — accumulation of structured information to support the processes of modeling and anal-

ysis of results. Modeling — algorithms of the DT kernel. Results presentation — a module for user 

interaction with the DT, with the help of which it is possible to set the initial data describing DDC and 

parameters for modeling, as well as to view the results of the DT operation. 

 

Figure 15. The architecture of the special software 

To implement the previously described methods, modules and algorithms, the Python program-

ming language was used, so Django framework was used to combine all components into a single special 

software as a web service. This framework supports object-relational mapping technology for accessing 

DB entities, and the architecture features allow the project to be run as a server-side application. A 

Django project consists of a project directory with general settings and directories of applications to be 

connected and disconnected from the project. Applications are connected in the file of general project 

settings. 

Each page that is designed for the user interaction module with the DT is given a template that 

defines how the page will be displayed to the user, the view that accepts the page request, and the url 
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address where the page is accessible. To define application URLs, the Python URLconf (URL configu-

ration) module is used. This module contains Python code that renders URL patterns using regular ex-

pressions, and related Python functions (views). Configurations can reference each other and be created 

dynamically [66]. As a result, a page has a template that defines how the page will be displayed to the 

user, its view that accepts a page request, and the address at which the page is accessible. 

To work with the DB Django framework has a project settings file (settings.py), where you must 

specify the appropriate driver for the type of DBMS used. The same file specifies the name, host, port 

and data for connecting to the DB. Each entity, which is necessary for storing data of the implemented 

system, Django matches classes-models, described in the file models.py. A model contains certain fields, 

each of which has a name, a type, and may have additional properties corresponding to possible DB 

attribute properties: for example, a property of uniqueness of values or an indication that the field is a 

foreign key. Django provides some built-in model methods for accessing data in the DB, and also pro-

vides the ability to fetch data from the DB using manually written SQL queries. 

The server part of the DDC infrastructure building process is of the greatest interest. When se-

lecting a device from the list, a form opens for entering its parameters. This functionality is implemented 

with the help of AJAX-requests so that the page is not reloaded after adding parameters to the next 

device. Using JavaScript, data from the form is collected, and an AJAX-request is formed, which sends 

the received data to the view, where the data is processed and stored in the DB. Then the server replies 

that the data has been successfully added to the DB, or an error has occurred, which is reported to the 

user. 

A detailed user’s manual with a detailed description of all possible actions for working with the 

special software can be found in the Appendix 2. 

Upon completion of development and implementation of the problem-oriented system of manage-

ment, decision-making and optimization on the basis of DT models, the certificate of state registration 

of computer program No. 2023667305 “Software package for creating digital twins of distributed data 

acquisition, storage and processing centers” from August 14, 2023 is received (Appendix 3). 

The following minimum system requirements are required for the installation and operation of the 

special software: 

 32-bit (x86) or 64-bit (x64) processor clocked at 2 GHz; 

 16 GB of RAM; 

 1 GB of free disk space. 

Additional disk space at the rate of at least 30 MB per computational experiment will be required 

to store the DT results. 
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3.5. Conclusions to Chapter 3 

Algorithms for constructing DDC digital twins are implemented according to the described re-

quirements. Modern architectural solutions, object-oriented programming principles and tools for devel-

oping software, web applications and DBs are used. 

The DT core is a program consisting of a large number of classes describing all kinds of objects 

that may exist in various DDCs, as well as additional elements that allow one to implement the process 

of modeling the DDC operation. At the same time, the principle of developing a universal software 

package is taken into account. The software package does not need to be changed for each simulated 

infrastructure. 

The module for user interaction with the DT is implemented as a web service with adaptive web 

pages to ensure operation in interactive mode. If necessary, additional pages can be added to the service 

according to the developed templates. It simplifies the further development of the project. 

A relational DB is implemented to store the data necessary for the creation, launch and operation 

of the DT. Data is accessed using libraries implemented for the Python programming language, which 

is used to implement all algorithms. 

Special software is developed. The software is a problem-oriented management, decision-making 

and optimization system based on DT models. The special software is used to create DDC digital twins 

and allows one to compare the efficiency of the DDC operation depending on different hardware con-

figurations. The special software includes a database, the DT core and a module for user interaction with 

the DT. 

The special software implements methods for creating DTs of data storage and processing centers, 

modeling such centers, generating data flows and job flows, and visualizing. The special software can 

be used for a wide class of tasks in the field of design, construction and development of DDCs, including 

helping to select several potentially competitive options from a variety of acceptable hardware configu-

rations. 

The certificate of state registration of the computer program No. 2023667305 “Software Complex 

for Creating Digital Twins of Distributed Data Acquisition, Storage and Processing Centers” dated 14 

August 2023 is received (Appendix 3). 

The second provision to be defended is proved: “Algorithms, on the basis of which special soft-

ware used to make decisions on choosing the configuration of equipment for distributed data acquisition, 

storage and processing centers according to specified requirements is created, are developed”. 
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Chapter 4. Verification and experimental operation of the special software 

for creating digital twins 

4.1. Verification of the digital twin kernel 

4.1.1 Problem statement 

According to the presented requirements for digital twins of DDCs, the adequacy of the DT should 

be verified by the results of the existing DDC for different parameters available during the system mon-

itoring. At the same time, the DT results should not deviate from the average value of monitoring data 

by more than three standard deviations. Therefore, it is necessary to verify the modeling program, which 

is the kernel of the DT. Further description of the material is presented in accordance with the published 

article [67]. 

Verification of the simulation program was carried out on the example of the computational infra-

structure of the BM@N experiment [68] of the NICA accelerator complex [12], which is being built in 

Russia at the JINR in Dubna, Moscow region. The BM@N experimental facility is one of the elements 

of the first stage of realization of the NICA complex. After a series of technical sessions of the experi-

ment in the winter of 2022-2023, the first physical session took place, in which more than 550 million 

events of interaction of a xenon ion beam on a cesium-iodine target were collected, subject to further 

processing and physical analysis of the experimental data [69]. The computational infrastructure of the 

experiment includes various resources, namely: 

1. the NICA cluster, which is located in the Veksler and Baldin Laboratory of High Energy 

Physics (LHEP) of JINR; 

2. components of the distributed grid infrastructure of the JINR Multifunctional Information and 

Computing Complex (MICC) [70]: the resource center of the first level Tier1 LIT and the resource center 

of the second level Tier2 LIT; 

3. Govorun supercomputer, part of the HybriLIT heterogeneous platform [71] (JINR MICC); 

4.  data storage on the EOS distributed file system (JINR LIT).  

The DIRAC system is used to integrate infrastructure objects and provide unified access to them 

for the purpose of launching mass data processing jobs [72]. Monitoring and evaluation of the perfor-

mance of computing resources as a result of the experiment jobs is also performed using DIRAC Inter-

ware software [73]. 

Thus, as the initial data for verification we used the statistics obtained from the results of monitor-

ing with the help of DIRAC Interware software when running the tasks of converting the obtained «raw» 
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(unprocessed) experimental data into digit format (hereinafter referred to as RawToDigit jobs) and the 

jobs of converting the digit format data into the data of reconstructed particle collision events in DST 

format (hereinafter referred to as DigitToDst jobs).  

To achieve this goal, three stages of modeling were carried out. The task of the first stage is to 

model the process of aquisition experimental data, determining the amount of resources required for 

their storage. The task of the second and third stages is to model the process of launching RawToDigit 

and DigitToDst jobs, respectively, to measure such indicators as using computational resource, total job 

execution time, data transfer rate. 

4.1.2 Description of experimental data and monitoring results 

We consider the physical session of the BM@N experiment, which ran from December 2022 

through February 2023. The total data collection time was approximately 720 hours. “Raw” unprocessed 

data (hereafter raw data) came from the facility at a rate, averaged over the entire session time, of 

142 MB/s. According to monitoring results [74], at the end of the session, the total amount of physical 

raw data was 379 TB (see Fig. 16). During each run, during each experiment data set, the experiment 

data was written to raw files in the receive and store buffer. The size of an individual file was 15 GB. 

When ready, the raw files were copied in their entirety to the data storage on the EOS file system. The 

volume of the resulting experimental raw data recorded in the repository corresponds to 25 800 raw files 

for processing. The processing of the experimental data is a transformation and subsequent acquisition 

of reconstructed event data. 

 

Figure 16. Real volume of incoming raw data from the BM@N experiment 

Conversion of raw files into digit files (RawToDigit jobs) was performed on the computational 

resources of the experiment: NICA cluster and LIT Tier1. Each RawToDigit job processes 1 file of “raw” 

experimental data once. The digit file size averages 870 MB. All RawToDigit were sent for execution 

simultaneously. The total processing time for all raw files was approximately 36 hours. Figures 17 and 

18 are graphs showing the number of jobs executed on the computational components of the NICA 

LHEP cluster and LIT Tier1 cluster, respectively, over the specified time period. The graph in Figure 17 
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shows that the computational resources of the LHEP NICA cluster are loaded uniform, with approxi-

mately 100 jobs executed every hour. This allowed us to make the assumption that 100 cores were pro-

vided on the LHEP NICA cluster. According to the graph shown in Figure 18, According to the graph 

shown in Figure 18, we can conclude about the uneven sing of LIT Tier1 resources. The number of 

executed tasks per hour varies from about 200 to 1 500, which indicates a gradual loading of the provided 

for processing 1 500 cores. It should be noted that a total of 4 844 jobs were processed on the LHEP 

NICA cluster, which is approximately 19% of the total, while 20 956 jobs (81%) were processed on the 

LIT Tier1 cluster. Monitoring of processor performance when executing all RawToDigit jobs showed 

that the average time to complete a single job was approximately 2 500 seconds. The total volume of the 

resulting digit files in the data store was 23 TB (excluding data mirroring). The graph in Figure 19 shows 

the data transfer rate. It can be seen that the data transfer rate from the data storage to the computational 

resources of the LHEP NICA cluster is 0.5 GB/s on average. Due to the fact that the jobs on the LIT 

Tier1 compute components were received non-uniform, similar data rates vary from 1 GB/s to 8 GB/s. 

 

Figure 17. Number of completed jobs on the LHEP NICA cluster 

 

Figure 18. Number of completed jobs on Tier1 LIT resources 
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Figure 19. Data rate monitoring: yellow – from data storage to LHEP NICA cluster computing resources; blue – from data 

storage to Tier1 LIT resources 

Obtaining reconstructed data of DST format (DigitToDst jobs) — conversion of digit-files into 

dst-files — was already carried out on a larger number of computing components, namely: LHEP NICA 

cluster, LIT Tier1, LIT Tier2, Govorun supercomputer. Similarly, each DigitToDst job processes 1 digit 

file once. The size of each dst file averaged 2 000 MB. All DigitToDst jobs were sent for execution 

simultaneously. The total processing time for all digit files was approximately 73 hours. Figures 20-23 

show graphs reflecting the number of completed jobs on the LHEP NICA cluster, LIT Tier1, LIT Tier2, 

Govorun supercomputer, respectively, for the specified period of time. It can be concluded that all com-

putational resources are loaded non-uniform. On the NICA cluster 300 cores are allocated to run Digit-

ToDst jobs (see Fig. 20), and there is an interval when fewer resources are used (10 to 200 cores). The 

LIT Tier1 is allocated 1 500 cores, the compute component is gradually loaded to its maximum and then 

the number of resources used is reduced to 10 cores (see Fig. 21). A similar situation is seen at LIT 

Tier2, where 1 000 cores have been allocated (see Fig. 22). Govorun supercomputer, where 500 cores 

are allocated, is used to run jobs only in the first half of the time interval under consideration 

(see Fig. 23). Thus a total of 5 315 jobs were processed on the LHEP NICA cluster, which is approxi-

mately 21% of the total, 9 289 jobs (36%) on the LIT Tier1, 9 016 jobs (35%) on the LIT Tier2, and 

2 180 jobs (8%) on the Govorun supercomputer. CPU performance monitoring during execution of all 

RawToDigit jobs showed that the average execution time of one job is about 10 000 seconds. The total 

volume of the resulting dst files in the data storage is 53 TB. 
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Figure 20. Number of completed jobs on the LHEP NICA cluster 

 

Figure 21. Number of completed jobs on the LIT Tier1 

 

Figure 22. Number of completed jobs on the LIT Tier2 

 

Figure 23. Number of completed jobs on the Govorun supercomputer 

4.1.3 Modeling the process of acquisition and storage of BM@N experimental data  

The simulated system of BM@N experiment data acquisition and storage is presented in Figure 24. 

The inputs to run the simulation program are the rate of data generation and the bandwidth of commu-

nication links between infrastructure objects. The number of resources required to store all incoming 

data on the buffer and in the EOS data store must be determined. 

 

Figure 24. Modeled system for acquisition and storing data of the BM@N experiment 

The simulation results showed that the amount of data accumulated over 720 hours would be 

approximately 363 TB (see Fig. 25). All data packed in raw files will be transferred to the EOS reposi-

tory (see Fig. 26). A 400 TB buffer will be sufficient for receiving and storing experimental data at a 

given average generation frequency (not including data mirroring). 
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Figure 25. Amount of data reception and storing buffer 

 

Figure 26. Volume of raw files in the EOS data storage 

4.1.4 Modeling of the process of executing jobs of conversion of experimental data 

Based on the monitoring results, the system of experimental data processing was modeled, pre-

sented in Figure 27. During the simulation, it is required to calculate the using computational resource 

during RawToDigit jobs and the data transfer rate under the following conditions. There are 100 cores 

allocated to the LHEP NICA cluster, and 1 500 cores allocated to the LIT Tier1. The number of jobs 

executed per hour on a LIT Tier1 varies from about 200 to 1 500, so when modeling the RawToDigit job 

execution process, parameters should be set to vary the number of cores used. Such parameters are the 

probability of occurrence of the event of change in the number of free cores available for job execution, 

as well as the range of acceptable values. In this case, the probability of a resource increase event occur-

ring is 0.005, with the number of cores varying from 200 to 1 500, on average by 100 units at each event. 

The following are used for modeling: uniform distribution of job execution time with average value 

equal to 2 500 seconds, average raw file size equal to 15 GB, average digit file size — 870 MB. Addi-

tionally, the total execution time of all RawToDigit jobs must be determined. 

 

Figure 27. A simulated BM@N experiment computational infrastructure for executing experimental data conversion jobs 
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All 25 800 RawToDigit jobs are generated simultaneously. The process of executing jobs during 

simulation is controlled by pilots. A pilot is an algorithm that prepares a job for executing , including 

analyzing the number of free cores on a computational component. If free resources are available, the 

pilot takes the next job from the queue and sends it for execution. Then the job occupies a processor core 

and starts executing, i.e. processing the input raw file from the EOS data store. As a result of job execu-

tion, the output digit-file is also written to EOS. 

Let's consider the obtained results of modeling. Figure 28 presents graphs showing the total num-

ber of completed jobs on the LHEP NICA cluster and LIT Tier1, respectively, at each point in time. It 

can be concluded that all RawToDigit jobs are completed in about 30 hours, with 3 875 jobs processed 

on the LHEP NICA cluster, which is approximately 15% of the total, and 21 924 jobs (85%) processed 

on the LIT Tier1. 

 

Figure 28. Number of RawToDigit jobs completed on computational resources during modeling 

Figures 29 and 30 are graphs showing the number of cores in use on the computational compo-

nents of the LHEP NICA cluster and LIT Tier1, respectively, at each point in time. We conclude that 

the resources of the LHEP NICA cluster are uniform loaded at 100%, but the LIT Tier1 resources are 

not fully used, i.e. they are initially loaded at 15% and then gradually begin to fill up to 100%.  
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Figure 29. Using of the computational component re-

source of the LHEP NICA cluster  

 

Figure 30. Using of the computational component re-

source of the LIT Tier1 

Graphs showing the load on communication links between the storage and computational com-

ponents of the LHEP NICA cluster and LIT Tier1 are presented in Figures 31 and 32, respectively. It 

can be concluded that the average data rate between EOS and the LHEP NICA cluster is 5 Gb/s = 

0.63 GB/s; between EOS and LIT Tier1, the rate varies from 8 Gb/s = 1 GB/s to 64 Gb/s = 8 GB/s. Thus, 

the change in data rate between EOS and LIT Tier1 corresponds to the change in the number of cores 

free to run jobs. 

 

Figure 31. Loading of the communication link between 

EOS and the LHEP NICA cluster  

 

Figure 32. Loading of the communication link between 

EOS and the LIT Tier1 

It is worth noting that the digit file size in the simulation is a uniformly distributed random vari-

able with a mean of 870 MB (see Fig. 33), and the total size of all digit files was approximately 22 TB 

(see Fig. 34). 
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Figure 33. Uniform distribution of digit file sizes in 

EOS storage  

 

Figure 34. Data volume in the EOS repository after 

conversion of experimental data 

4.1.5 Modeling the process of conversion event reconstruction jobs 

The infrastructure that was used to reconstruct particle collision events from the acquired digit 

data is shown in Figure 35. During modeling it is required to calculate the load of computing resources 

in the process of DigitToDst jobs execution under the following conditions. There are 300 cores allo-

cated to the LHEP NICA cluster, 1 500 cores allocated to the LIT Tier1, 1 000 cores allocated to the LIT 

Tier2, and 500 cores allocated to the Govorun supercomputer. In this case, the LHEP NICA cluster is 

fully loaded 60% of the time, with 10 to 200 cores in use the rest of the time. LIT Tier1 is gradually 

loaded to maximum and then the remaining 40% of the time the number of resources used is reduced to 

10 cores. A similar situation is seen on the LIT Tier2. The Govorurun supercomputer is used to run jobs 

half of the time interval under consideration. Thus, when modeling the process of DigitToDst job exe-

cution, parameters for changing the number of cores used (probabilities and range of changes) for all 

computational resources are established. In this case, the probability of occurrence of resource increase 

and decrease events is 0.001, with the number of cores on the LHEP NICA cluster varying from 10 to 

300, on the LIT Tier1 from 10 to 1 500, on the LIT Tier2 from 10 to 1 000, and on the Govorun super-

computer from 50 to 500. The following are used for modeling: uniform distribution of job execution 

time with average value equal to 10 000 seconds, average digit-file size equal to 870 MB, average dst-

file size — 2 000 MB. Additionally, the total execution time of all DigitToDst jobs must be determined. 

All 25 800 DigitToDst jobs are generated simultaneously. The process of executing DigitToDst jobs 

during simulation is similar to the process of executing RawToDigit jobs. 
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Figure 35. A simulated computational infrastructure of the BM@N experiment for executing event reconstruction jobs 

Let's consider the obtained results of modeling. Figure 36 presents graphs showing the total num-

ber of completed jobs on the LHEP NICA cluster, LIT Tier1, LIT Tier2, Govorun supercomputer at each 

point in time. We conclude that all DigitToDst jobs are completed in about 80 hours. In this case,  

5 906 jobs were processed on the LHEP NICA cluster, which is approximately 24% of the total, 

8 872 jobs (34%) on the LIT Tier1, 8 598 jobs (33%) on the LIT Tier2, 2 424 jobs (9%) on the super-

computer.  

 

Figure 36. Number of DigitToDst jobs completed on computational resources during modeling 
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Figures 37-40 are graphs showing the number of used cores on the computational components 

of the LHEP NICA cluster, LIT Tier1, LIT Tier2, and Supercomputer, respectively, at each point in 

time. We conclude that the resources of the LHEP NICA cluster are uniformly fully used for 60% of the 

time, the rest of the time 10 to 200 cores are used. LIT Tier1 and LIT Tier2 resources are gradually 

loaded to maximum, and 40% of the time an average of 10 cores are used. The Govorurun supercomputer 

runs jobs only in the first half of the time interval under consideration, with 10% of resources being used 

at first, and then used up to 100% is traced. 

 

Figure 37. Using resource of the LHEP NICA cluster 

computational components  

 

Figure 38. Using resource of the LIT Tier1 computa-

tional components 

 

Figure 39. Using resource of the LIT Tier2 computa-

tional components 

 

Figure 40. Using resource of the Govorun supercom-

puter computational components 

It is worth noting that the dst-file size in the simulation is a uniformly distributed random variable 

with a mean of 2 000 MB (see Fig. 41), and the total size of all dst-files was approximately 52 TB 

(see Fig. 42). 
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Figure 41. Uniform distribution of digit file sizes in 

EOS storage 

 

Figure 42. The amount of data in the EOS repository 

after receiving reconstruction data 

4.1.6 Conclusions on verification results 

Verification of the simulation program, which is the kernel of the special software for the creation 

of digital twins of DDCs, was carried out on the example of the computing infrastructure of the BM@N 

experiment of the NICA project. The considered computing infrastructure was used to acquire, store and 

process the data of the experiment session, which took place from December 2022 to February 2023. 

The statistics obtained from the results of monitoring the computing infrastructure of the experiment 

using the DIRAC Interware software was used as input data for modeling. 

In the process of modeling, such indicators as the amount of resources required to store incoming 

data, the load of computational resources during the transformation of experimental data and obtaining 

reconstructed event data from them, the total time of job execution, and the speed of data transfer be-

tween infrastructure objects were determined. Table 1 shows the results of monitoring and modeling for 

a more convenient comparison.  

The verification results proved the correct operation of the modeling program. Adequacy was as-

sessed by several indicators. It should be noted that deviations of modeling results from the average 

value obtained by monitoring results do not exceed three standard deviations of statistical monitoring 

data. This value of accuracy is sufficient for further use of the simulation program as part of special 

software to create digital twins of DDCs, which will be used to solve the problems of design and devel-

opment of computational infrastructure of scientific experiments of the “megasciences” class. 

The simulation program has been previously applied to other BM@N computing infrastructure 

configurations as well. Some results of the application have been published [75, 76, 77]. 
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Table 1. Comparison of monitoring and modeling results 

 
Monitor-

ing 
Modeling 

Standard 

deviation 

(𝝈) 

Volume of experimental data accumulated during 720 hours 

of facility operation (TB) 
379 363 10 

Total execution time of all RawToDigit jobs (h.) 36 30 5 

Number of completed jobs on the LHEP NICA cluster /  

of total number of jobs 

4 844 / 

19% 

3 875 / 

15% 
500 

Number of completed jobs on the LIT Tier1 /  

% of total number of jobs 

20 956 / 

81% 

21 924 / 

85% 
500 

Data transfer rate between EOS and the LHEP NICA cluster 

(GB/s) 
0.5 0.63 0,1 

Data transfer rate between EOS and the LIT Tier1 (GB/s) 1 to 8 1 to 8 1 

Total digit file volume (TB) 23 22 2 

Общее время выполнения всех DigitToDst задач (ч.) 73 80 5 

Number of completed jobs on the LHEP NICA cluster /  

% от общего числа задач 

5 315 / 

21% 

5 906 / 

24% 
500 

Number of completed jobs on the LIT Tier1 /  

% of total number of jobs 

9 289 / 

36% 

8 872 / 

34% 
500 

Number of completed jobs on the LIT Tier2 /  

% of total number of jobs 

9 016 / 

35% 

8 598 / 

33% 
500 

Number of completed jobs on the supercomputer /  

% of total number of jobs 
2 180 / 8% 2 424 / 9% 500 

Total dst file volume (TB) 53 52 2 

4.2. Application of the special software to create the digital twin of the computing 

infrastructure of the BM@N experiment of the NICA complex 

The results of the first physical session of the BM@N experiment of the NICA complex, which 

took place from December 2022 to February 2023, showed that the computing infrastructure of the ex-

periment needs to be modified. In this regard, it is required to create a DT with several types of archi-

tecture of the system of data acquisition, storage and processing of the experiment, as well as with dif-

ferent parameters of equipment.  
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The main goal of the DT creation is to select the equipment configuration that will ensure data 

storage and processing taking into account the planned parameters of data flows of future BM@N ex-

periment sessions. The most preferable selection criterion is the time of processing all data, which should 

be the minimum of all possible alternatives. 

The distributed system of BM@N experiment data aquisition, storage and processing includes the 

following components: 

1. data generator (Trigger) — average data generation rate 140 MB/sec; 

2. intermediate data storage (Buffer) — storing “raw” unprocessed experimental data and re-

cording them in raw files, the average volume of which is 15 GB; 

3. permanent data storage on a distributed file system (EOS) — 1 000 TB to store all files, which 

contain not only experimental data, but also data of modeled events, as well as the results of each stage 

of processing of the listed data types; 

4. computational cluster for processing experimental data during the operation of the facility 

(Online farm) — 1 000 cores can be used to process the data after the session is over; 

5. JINR LHEP computing cluster (NICA LHEP) — 1 000 cores can be used for data processing; 

6. the resource center of the first level of the JINR LIT MICC (Tier1 LIT) — 750 cores can be 

used for data processing; 

7. the resource center of the second level of the JINR LIT MICC (Tier2 LIT) — 500 cores can 

be used for data processing; 

8. Govorun supercomputer JINR LIT (Govorun) — 200 cores can be used for data processing. 

The process of building the DDC infrastructure is presented in Figure 43. 
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Figure 43. Distributed system for data acquisition, storage and processing of BM@N experiment 

It should be noted that the bandwidth of communication links is 100 Gbit/s. We consider the case 

of DDC operation at uninterrupted functioning of the equipment after the end of the experiment session, 

i.e. computing jobs were not started during the data set period. 

The process of experimental data processing includes two steps: 

1. conversion of data from raw files (25 800 pcs.) в формат digit, into digit format, average size 

of the resulting digit file is 870 MB — RawToDigit jobs, average execution time of one job is 2 500 s; 

2. conversion of digit format data into reconstructed particle collision event data in DST format, 

average size of the resulting dst file is 2 000 MB — DigitToDst jobs, average execution time of one job 

is 86 400 s. 

The process of processing the generated model data includes two steps: 

1. obtaining from the generated data in generation files, or gen files (60 000 pcs.), the average 

size of which is 4 MB, modeled events after collisions, the average size of the resulting sim file is 

300 MB — GenToSim jobs, average execution time of one job is 5 400 s; 

2. conversion of sim format data into reconstructed particle collision event data of DST format, 

average size of the resulting dst file is 300 MB — SimToDst jobs, average execution time of one job is 

5 400 s. 

The characteristics specified in the enumeration of data processing stages are used to configure the 

parameters of data flows and job flows. To analyze the workload of storage resources and computational 
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components when processing only experimental data with different number of free cores, as well as 

when processing experimental and modeled data in parallel, we added the corresponding computational 

experiments on DT. 

In the first computational experiment, the required amount of data in the EOS storage is calculated 

on the DT and the workload of computational resources is analyzed in the process of raw data processing, 

i.e. during the execution of RawToDigit and DigitToDst jobs. In this case, RawToDigit jobs are executed 

only on LIT Tier1 resources, while DigitToDst jobs are executed on all available computational compo-

nents. Two configurations of computing equipment are considered: 

a. Online farm — 0 cores, NICA LHEP — 250 cores, Tier1 LIT — 750 cores, Tier2 LIT —

500 cores, Govorun — 200 cores; 

b.  Online farm — 1 000 cores, NICA LHEP — 1 000 cores, Tier1 LIT — 750 cores, Tier2 

LIT —500 cores, Govorun — 200 cores. 

The second computational experiment on DT is devoted to search for the required amount of data 

in EOS storage and analyze the workload of computational resources. But in this case both the process 

of experimental data processing (execution of RawToDigit and DigitToDst jobs), and the process of 

model data processing (execution of GenToSim и SimToDst jobs) are considered. Similar to the first 

computational experiment, RawToDigit jobs are executed only on Tier1 LIT resources, while Digit-

ToDst jobs are executed on all available computational components. GenToSim and SimToDst jobs are 

executed only on Online farm and NICA LHEP resources. In this case, only the basic configuration of 

equipment is used, which is set at the stage of building infrastructure before the creation of the DT 

(Online farm — 1 000 cores, NICA LHEP — 1 000 cores, Tier1 LIT — 750 cores, Tier2 LIT —

500 cores, Govorun — 200 cores). 

The DTs for both computational experiments are run simultaneously. After 20 hours, all results 

are obtained. Let us consider the results in more detail on the images that are exported from the web 

service. 

The results of the first computational experiment show that with the hardware configuration shown 

in Figure 44, all experimental data will be fully processed in about 432 hours (see Fig. 45), which is 

18 days. At the same time, the RawToDigit jobs will be completed in 60 hours (see Fig. 46). The graph 

of completed DigitToDst jobs is shown in Figure 47. The graphs in Figures 48-51 represent the full using 

of computing components. The amount of data in the EOS storage at the end of experimental data pro-

cessing is 460 TB (see Fig. 52). 
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Figure 44. Configuration diagram (a) of the first computational experiment on the DT 

 

Figure 45. Number of experimental data processing jobs completed on computational resources 
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Figure 46. Number of RawToDigit jobs completed on 

computational resources 

 

Figure 47. Number of DigitToDst jobs completed on 

computational resources 

 

Figure 48. Usage of resources of the NICA LHEP com-

puting component  

 

Figure 49. Usage of resources of the Tier1 LIT compu-

ting component  

 

Figure 50. Usage of resources of the Tier2 LIT compu-

ting component  

 

Figure 51. Usage of resources of the Govorun compu-

ting component  
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Figure 52. Data volume in the EOS repository after experimental data processing 

The results of the DT with the updated hardware configuration (see Fig. 53) showed that all ex-

perimental data will be fully processed in about 240 hours (see Fig. 54), which is 10 days. At the same 

time, the RawToDigit will be completed in 28 hours (see Fig. 55). The graph of completed DigitToDst 

jobs is shown in Figure 56. The graphs in Figures 57-61 represent the full using of computing compo-

nents. It should be noted that this configuration allows processing experimental data almost 2 times 

faster. The increase in the number of computing resources does not affect the accumulated amount of 

data in EOS storage. 

 

Figure 53. Configuration diagram (b) of the first computational experiment on the DT 
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Figure 54. Number of experimental data processing jobs completed on computational resources 

 

Figure 55. Number of RawToDigit jobs completed on 

computational resources 

 

Figure 56. Number of DigitToDst jobs completed on 

computational resources 

 

Figure 57. Usage of resources of the Online farm com-

puting component  

 

Figure 58. Usage of resources of the NICA LHEP com-

puting component  
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Figure 59. Usage of resources of the Tier1 LIT compu-

ting component  

 

Figure 60. Usage of resources of the Tier2 LIT compu-

ting component  

 

Figure 61. Usage of resources of the Govorun computing component  

The results of the second computational experiment on DT to process all types of data on the 

computing infrastructure shown in Figure 62 showed that the experimental data would be fully processed 

in approximately 367 hours (15 days) and the modeled data in 130 hours (6 days) (see Fig. 63). The 

process of executing RawToDigit jobs is similar to the same process in the first computational experi-

ment with configuration (b). The execution graphs of DigitToDst, GenToSim and SimToDst jobs are 

shown in Figures 64-66, respectively. The graphs in Figures 67-71 show the full usage of the computa-

tional components. It is worth noting that although the experimental data takes slightly longer to process 

compared to configuration (b) of the first computational experiment, it takes only 6 days to process the 

modeled data. The amount of data in the EOS storage at the end of the processing of experimental and 

modeled data is 500 TB (see Fig. 72). 
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Figure 62. Configuration diagram of the second computational experiment on the DT 

 

Figure 63. Number of experimental data and modeled data processing jobs completed on computational resources 

 

Figure 64. Number of DigitToDst jobs completed on computational resources 
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Figure 65. Number of GenToSim jobs completed on 

computational resources 

 

Figure 66. Number of SimToDst jobs completed on 

computational resources 

 

Figure 67. Usage of resources of the Online farm com-

puting component  

 

Figure 68. Usage of resources of the NICA LHEP com-

puting component  

 

Figure 69. Usage of resources of the Tier1 LIT compu-

ting component 

 

Figure 70. Usage of resources of the Tier2 LIT compu-

ting component  
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Figure 71. Usage of resources of the Govorun computing component  

 

Figure 72. Data volume in the EOS storage after processing of experimental and modeled data 

Table 2 summarizes the results of the computational experiments performed on the DT for easier 

comparison. The construction of the DT was performed to select the hardware configuration that will 

ensure data storage and processing with regard to the planned parameters of data flows of future BM@N 

experiment sessions. The most preferred selection criterion is the processing time of all data, which 

should be the shortest possible. 

Based on the DT results, it is concluded that the best equipment configuration is the one that will 

allow for the least amount of time to process all experimental (367 hours) and modeled data (130 hours) 

using all available resources. The configuration should include the following components: Online 

farm — 1 000 cores, NICA LHEP — 1 000 cores, Tier1 LIT — 750 cores, Tier2 LIT —500 cores, Go-

vorun — 200 cores, EOS — at least 500 TB. It is reasonable to run RawToDigit jobs only on Tier1 LIT 

resources, DigitToDst jobs — on all available computational components, GenToSim and SimToDst 

jobs — only on Online farm and NICA LHEP. The selected alternative, taking into account the full use 

of available resources, will provide a 2 times speed up of the raw data conversion process. The pro-

posed tactics of managing the jobs flow with different types when distributing them to computing 

resources will allow to process not only experimental but also model data in the same time (3 weeks 
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after the end of the experiment). Therefore, more efficient resource usage is achieved, robust scaling 

scenarios are selected and data flows and job flows are managed. 

Table 2. Comparison of the DT results under different equipment configurations of the BM@N experiment computing in-

frastructure 

 Configurations of the first com-

putational experiment 

Configurations of the sec-

ond computational experi-

ment  a b 

Convert all raw data to digit format 

(RawToDigit jobs) 

60 hours 

(2,5 days) 

28 hours 

(1 day) 

28 hours 

(1 day) 

Time for complete processing of 

all experimental data 

432 hours 

(18 days) 

240 hours 

(10 дней) 

367 hours 

(15 days) 

Time for complete processing of 

all model data 
-- -- 

130 hours 

(6 days) 

In the considered example of the special software application for the creating of the DT of the 

computing infrastructure of the BM@N experiment of the NICA complex, the problem of searching for 

the equipment configuration for the system of data acquisition, storage and processing has been solved. 

The importance of the conducted research is confirmed by the letter of application of the results in the 

BM@N experiment (Appendix 4). The results of the work are of particular practical importance, as they 

allowed us to estimate the required amount of resources for data storage and processing taking into 

account the planned parameters of data flows of future sessions of the BM@N experiment. It was found 

how much time will be required to process experimental and model data at the end of the experiment 

session. The obtained results helped to make the right decision in the process of job flow management 

and more correctly distribute the load on computational resources. The total operation time of the DT 

for all computational experiments (from the moment of runing to the results) was 20 hours, which not 

only meets the specified requirements, but also allows to test a large number of options for modernization 

of the DDC in a short time. This, of course, contributes to more rapid decision-making on the develop-

ment of infrastructure, on which new achievements of scientists directly depend. 

4.3. Application of the special software to create the digital twin of the computing 

system of the online data filter of the SPD experiment of the NICA complex 

The NICA complex has components that are under construction, such as the SPD detector. The 

SPD experiment is designed to study the proton-deuteron spin structure and other spin phenomena with 

polarized proton and deuteron beams at collision energies up to 27 GeV and luminosities up to      
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1032 cm-2s-1 [78]. According to the technical documentation, the new facility will receive data at a rate 

of 20 GB/sec, which corresponds to 200 PB/year [79]. Designing a large-scale system for storing and 

processing such a huge amount of experimental data requires special attention. In this regard, it was 

proposed to use the developed special software to create a DT of the SPD experiment computing infra-

structure in order to test subsystems, in particular the online data filter, with different variants of hard-

ware parameters, data flows, and job flows. 

The main goal of the online data filter is to quickly reconstruct events arising from particle colli-

sions and suppress background events by a factor of at least 20 in real time. Given that the data arrival 

rate is planned to be 20 GB/sec, fast reconstruction and filtering of SPD detector data cannot be per-

formed on a single computational node (processor or core). This means that the online filter computing 

system should be a specialized high-performance cluster including several data storage systems (for 

receiving detector data and for intermediate storage of filtered data before transferring them to long-term 

storage) and a large number of identical data processing worker nodes [79]. 

The online filter will work as follows. Unprocessed raw data of the detector at a rate of 20 GB/sec 

will be received into the data reception buffer, where the recording of experimental data into raw files is 

planned. The size of an individual raw file is 4 GB. The background event suppression process, which 

is performed on some set of computing resources in real time at a rate of 1 000 events/sec, includes three 

processing steps: decoding, partial reconstruction, and data filtering. Each stage generates the resulting 

files: dec, prec and filtered, respectively, which are written to intermediate data storage resources. The 

size of a separate dec-file is 4 GB, prec-file — 8 GB, filtered-file — 450 MB [79]. 

Thus, in order to ensure fast reconstruction of events and real-time data filtering, it is necessary to 

design an efficient computing system, providing opportunities for its further development and optimiza-

tion. Let us consider the results of using the developed special software to create a DT of system of data 

acquisition, storage and processing for online filtering of SPD experiment.  

The first application of the program complex for creation of the online filtering computer system 

DT is caused by the necessity to calculate the required parameters of the equipment for data storage and 

processing, as well as to estimate the load of the data transmission network. In the example under con-

sideration, the task of creating a DT for acquisition and filtering the data of the experiment, which will 

operate for 24 hours with the following periodicity: 1 hour of work and 3 hours of break. An additional 

requirement is put forward to the time of raw-file processing: all three stages until the filtered file is 

received should last no more than 10 minutes. Files in data storage systems are not deleted. 

Figure 73 shows an element of the special software web-interface, which allows describing the 

infrastructure of the considered computing system and the parameters of the equipment included in it. 
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The infrastructure includes such objects as a data generator (Trigger), a computing component (Compu-

ting), and two data storages (Buffer and Intermediate). Data flows and job flows were configured in 

accordance with the presented description of the online filter operation process. 

 

Figure 73. Computational system for online data filtering of SPD experiment 

After building the infrastructure, we can proceed to the creation of the DT, for the start of which 

it is necessary to configure some parameters: set the duration of operation of the computing system, add 

probabilistic events that can occur in the system, as well as specify objects and events for logging. It is 

important to note that with the specified duration of the experiment (24 hours) there is a limitation on 

the time of active data acquisition (1 hour of work and 3 hours of break), in this regard, the efficiency of 

data generation (20%) is specified in the DT settings. 

The final results of the DT were obtained 40 minutes after its run. Let us consider the results in 

more detail on the images exported from the web service. 

At a generation rate of 20%, the SPD facility will produce approximately 400 TB of experimental 

data in 24 hours (see Fig. 74). Processing all raw files in real time will require approximately 1 400 

compute nodes (see Fig. 75), 120 of which will be dedicated to decoding the experimental data (Raw-

ToDec), 430 to partially reconstructing the decoded data (DecToPrec), and 850 to directly filtering the 

reconstructed data (PrecToFilt). The required data volume for the intermediate storage, where the re-

sulting files of the three processing steps are located, is approximately 1 250 TB (see Fig. 76). In this 

case, 400 TB will occupy decoded data (Dec), 800 TB — partial reconstruction data (Prec) and 50 TB — 

filtered data (Filt). The load of communication links during data transmission is shown in Figures 77-
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79. We conclude that a communication link with a bandwidth of at least 50 Gbps should be provided 

between the SPD facility and the data reception buffer (see Fig. 77), between the data reception buffer 

and computing resources — 40 Gbps (see Fig. 78), between computing resources and intermediate data 

storage — 250 Gbps (see Fig. 79). 

 

Figure 74. Amount of accumulated experimental data 

for 24 hours 

 

Figure 75. Using computational resources to process 

data to suppress background events 

 

Figure 76. Volume of resulting data in intermediate 

storage 

 

Figure 77. Loading the data link between the SPD facil-

ity and the data receive buffer 

 

Figure 78. Loading of the data link between the data re-

ception buffer and computing resources 

 

Figure 79. Loading of the data link between computing 

resources and intermediate data storage 
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The following conclusions are drawn from the results of the work performed. Taking into account 

20% of data generation efficiency, 400 TB of data will be generated during 24 hours of the experiment 

operation, the processing of which requires at least 1 500 computational nodes to ensure fast reconstruc-

tion of events and real-time data filtering, provided that the bandwidth of communication channels is 

provided at the level of 50 Gbps. The intermediate storage uses 1 250 TB to temporarily store the filtered 

data before transferring it to the long-term storage. The data transfer rate from computing resources to 

intermediate storage is 250 Gbps. 

The results of the application of special software to the create of the DT of the online data filtering 

system of the SPD experiment of the NICA complex proved the possibility of using the development to 

solve the problem of designing the DDC. The high practical significance of the conducted work is con-

firmed by the letter of application of the research results in the SPD experiment (Appendix 4). The results 

of the research allowed us to estimate the required parameters of the equipment for storage, processing 

and transmission of online filter data, taking into account the planned characteristics of the SPD exper-

iment data flows. The operation time of the DT (from the moment of startup to obtaining the results) 

amounted to 40 minutes, which not only meets the specified requirements, but also will allow testing the 

online filter computing system with different variants of equipment parameters, data flows and job flows 

in a short time. This will undoubtedly ensure quality development and support of the computing infra-

structure. All of the above confirms that the obtained results allow scaling and transformation of the 

system for different tasks and requirements. 

4.4. Conclusions to Chapter 4 

The verification and experimental operation of the special software are performed. The adequacy 

of the developed DT models of the data acquisition, storage and processing center of the BM@N exper-

iment of the NICA complex is experimentally confirmed by the verification. The computing infrastruc-

ture was used to receive, store and process data from the latest session of the experiment, which took 

place from December 2022 to February 2023. The verification results prove the correct operation of the 

simulation program. The adequacy is assessed by several indicators. The obtained values proved that the 

deviations of the DT results from the results of real DDC will not be more than three standard devia-

tions of the statistical monitoring data. 

The reliability of the recommendations and conclusions based on the results of the research is 

confirmed by the practice of using the developed methods in the design and development of computing 

infrastructures for large-scale experiments in the field of high-energy physics. 
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The experimental operation of the special software is performed using examples of creating a dig-

ital twin for the computing infrastructure of the BM@N experiment and a digital twin for the computing 

system of the online data filter of the SPD experiment of the NICA complex. The applicability of the 

special software and the possibility of using the DT for the design, improvement of the operation effi-

ciency, quality and reliability of complex data acquisition, storage and processing systems are shown. 

DTs are successfully created with the help of the developed special software. The characteristics 

of the equipment necessary for storing, processing and transferring data, taking into account the planned 

parameters of data flows of future sessions of the NICA complex experiments, are found on the basis of 

the DT results. The main criterion is the minimization of the data processing time. The obtained results 

provide a qualitative check of the DDC functioning, as well as help to make the right decision in the 

process of managing job flows and more correctly distribute the load on computing resources. The sci-

entific justification of the choice of DDC configurations confirms the importance of the conducted re-

search. The application of the research results to solve the task of finding an equipment configuration 

for the computing infrastructures of the BM@N and SPD experiments of the NICA complex at JINR is 

confirmed by the corresponding letters of application (Appendix 4). 

The time required to receive the DT results (from the moment of launch to the receipt of the re-

sults), which depends on the scale of the RDC and the processes occurring in it, does not exceed 24 

hours. This is an additional advantage since it contributes to more prompt decision-making on the de-

velopment of the DDC. 

The third provision to be defended is proved: “The adequacy of the constructed methods and al-

gorithms is confirmed using the example of the computational infrastructure of the existing experiment”.  
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Conclusion 

A new method of creating and using DDC digital twins is developed in the PhD thesis in order to 

improve DDC technical characteristics. The proposed method differs from existing ones in the ability to 

simulate such processes as data storage and processing, taking into account the characteristics of data 

flows and jobs, the probabilities of failures and changes in the equipment performance and other pro-

cesses occurring in the simulated system. 

The main results of the PhD thesis are as follows. 

1. The system connections and patterns of the functioning of complex systems, which are DDCs, 

are investigated using the principles of a systematic approach and the methods of system analysis.  

2. Methods for describing distributed systems, making decisions on the choice of equipment con-

figurations, and managing resources and processes of complex systems are developed. 

3. Models, methods and algorithms for creating DDC digital twins are developed. 

4. Algorithms, the DB structure and a web user interface are implemented for creating and execut-

ing a DT, as well as providing graphical information about the results of its work. Modern architectural 

solutions and tools for developing software, web applications and DBs are used. 

5. Special software is developed on the basis of the created models, methods and algorithms. The 

software allows comparing the efficiency of the DDC operation depending on different hardware con-

figurations.  

6. The certificate of state registration of the computer program No. 2023667305 “Software Com-

plex for Creating Digital Twins of Distributed Data Acquisition, Storage and Processing Centers” dated 

14 August 2023 is received (Appendix 3). 

7. The verification of the DT kernel is performed using the example of the computing infrastructure 

of the BM@N experiment of the NICA accelerator complex. The adequacy is assessed by several indi-

cators. The resulting values prove that the deviations of the DT results from the results of real DDC will 

not be more than three standard deviations of statistical monitoring data. 

8. The experimental operation of the special software is performed during the creation of the DT 

of the computing infrastructure of the BM@N experiment. The most suitable configuration of data pro-

cessing equipment in the shortest possible time is obtained. A strategy for managing job flows and dis-

tributing the load on computing resources is chosen. The chosen alternative will provide a speed-up by 

2 times of the raw data conversion process. The proposed tactics for managing job flows will allow 

processing not only experimental, but also model data at the same time. 

9. The experimental operation of the special software is performed during the creation of the DT 

of the online data filter system of the SPD experiment of the NICA complex. The results enable to 
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evaluate the required parameters of the equipment for storing, processing and transferring online filter 

data, taking into account the planned characteristics of experimental data flows. 

10. The time required to receive the DT results (from the moment of launch to the receipt of the 

results) has been determined, taking into account the scale of the DDC and the processes taking place in 

it, which does not exceed 24 hours. This is an additional advantage, as it facilitates faster decision-

making on the development of DDCs. 

11. Recommendations on the results of the DT functioning are taken into account in the design 

and development of computing infrastructures for large-scale experiments in the field of high-energy 

physics. The results of the software application prove the efficiency and high quality of the models and 

algorithms developed in the thesis, which is confirmed by the corresponding letters of application (Ap-

pendix 4). 

12. The results of the research are used in the educational process of the Federal State Budgetary 

Educational Institution of Higher Education “Dubna University” in the course “Distributed Computing 

and Cloud Technologies” for the preparation of master’s students in the field of 27.04.03 System Anal-

ysis and Management in the profile “Digital Platforms and Big Data Analytics”, which is confirmed by 

the corresponding act of implementation (Appendix 5). 

The results of the PhD thesis are an important contribution to the development of scientific re-

search, which provides significant assistance in designing, creating, supporting, as well as solving man-

agement and development tasks of data acquisition, storage and processing centers for large scientific 

projects. The developed method of creating DTs allows one to build a prototype of a computing infra-

structure, which helps to assess the efficiency of the DDC operation, contributes to prompt decision-

making on scaling a distributed system and changing the characteristics of its constituent equipment, 

which leads to an increase in the quality and reliability of complex data acquisition, storage and pro-

cessing systems. 

In the future, the developed software [80] can be used for a wide class of tasks in the field of 

design, construction and development of DDCs for large scientific experiments and large-scale projects. 

In the long-term development of this work, it is planned to improve the developed method and add 

a multi-criteria optimization function in choosing an equipment configuration for a DDC. Not only the 

technical, but also cost parameters of the equipment included in the DDC [81, 82] will have to be taken 

into account as criteria. It is necessary to add a user’s personal account, and to ensure security, a module 

for registration, i.e., provide access to the special software for creating DTs only after passing the au-

thorization procedure. It will allow enhancing the convenience of using the special software.  
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Glossary of terms 

1. adequacy: Compliance of the model of a distributed data acquisition, storage and processing 

center with a real system according to a certain list of characteristics. 

2. verification: A procedure for checking a computer program for the correctness of the imple-

mentation of the task by evaluating the results of its work according to specified criteria; in this paper, 

the results of the work of the distributed system modeling program are compared with the results of 

monitoring this system.   

3. computational experiment: An experiment on a digital twin of a distributed data acquisition, 

storage and processing system to study its behavior under a certain scenario with specified parameters 

of equipment, data flows and jobs flows. 

4. special software: A set of programs that implements a method for solving specific tasks, namely 

in this work: a new method for creating, including building, configuring, executing digital twins of dis-

tributed data acquisition, storage and processing centers, as well as demonstrating the results of its work. 

5. kernel of the digital twin: a computer program that implements algorithms for modeling vari-

ous processes occurring in the system, in particular, a distributed data acquisition, storage and processing 

center.  
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Appendix 1. Description of data model entities 

№ Attribute name Attribute description Type Note 

DataStorages entity 

1 storage_id Storage identifier integer primary 

key; 

unique 
2 storage_name Storage name 

character 

string 

3 
storage_descrip-

tion 
Storage description 

character 

string 
 

4 storage_volume Maximum storage volume (TB) 
double 

precision 
 

5 storage_active Storage activity (1 – active; 0 – inactive) integer  

6 storage_quant 
Data generation rate in the active storage 

(TB/s) 

double 

precision 
 

7 storage_priority Storage priority value integer  

8 storage_sensor Name of the statistics collection object 
character 

string 

foreign 

key 

ComputingComponents entity 

1 comp_id Computing component identifier integer primary 

key; 

unique 
2 comp_name Computing component name 

character 

string 

3 comp_description Computing component description 
character 

string 
 

4 comp_cores Total number of cores integer  

5 comp_speed Speed up factor 
double 

precision 
 

6 comp_sensor Name of the statistics collection object 
character 

string 

foreign 

key 

Pilots entity 

1 pilot_id Pilot identifier integer primary 

key; 

unique 
2 pilot_name Pilot name 

character 

string 

3 pilot_description Pilot description 
character 

string 
 

4 pilot_comp Computing component name 
character 

string 

foreign 

key 

5 pilot_queue Job flow name 
character 

string 

foreign 

key 

6 pilot_priority Pilot priority value integer  

7 pilot_jobs_part Percentage of jobs to be processed 
double 

precision 
 

8 
pilot_storage_in-

put 
Name of storage with data for processing 

character 

string 

foreign 

key 

9 
pilot_storage_out-

put 

Name of storage for saving data after pro-

cessing 

character 

string 

foreign 

key 

10 pilot_sensor Name of the statistics collection object 
character 

string 

foreign 

key 

Slots entity 

1 slot_id Slot identifier integer 
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№ Attribute name Attribute description Type Note 

2 slot_name Slot name 
character 

string 

primary 

key; 

unique 

3 slot_cores Number of cores in slot integer  

4 slot_pilot Pilot name 
character 

string 

foreign 

key 

5 slot_active Slot activity (1 – active; 0 – inactive) integer  

6 slot_sensor Name of the statistics collection object 
character 

string 

foreign 

key 

Links entity 

1 link_id Communication link identifier integer primary 

key; 

unique 
2 link_name Communication link name 

character 

string 

3 link_description Communication link description 
character 

string 
 

4 link_from 
Name of the object from which the data are 

transmitted 

character 

string 
 

5 link_to 
Name of the object to which the data are 

transmitted 

character 

string 
 

6 link_bandwidth Communication link bandwidth (TB/s) 
double 

precision 
 

7 link_active Link activity (1 – active; 0 – inactive) integer  

8 link_sensor Name of the statistics collection object 
character 

string 

foreign 

key 

DataTags entity 

1 tag_id Data type identifier integer primary 

key; 

unique 
2 tag_name Data type name 

character 

string 

3 tag_description Data type description 
character 

string 
 

DataFlows entity 

1 dataflow_id Data flow identifier integer primary 

key; 

unique 
2 dataflow_name Data flow name 

character 

string 

3 
dataflow_descrip-

tion 
Data flow description 

character 

string 
 

4 dataflow_tag Data type name 
character 

string 

foreign 

key 

5 dataflow_storage Storage name 
character 

string 

foreign 

key 

6 dataflow_volume Maximum data flow size (TB) 
double 

precision 
 

7 dataflow_files Number of files in the data flow integer  

8 dataflow_active Data flow activity (1 – active; 0 – inactive) integer  

9 dataflow_sensor Name of the statistics collection object 
character 

string 

foreign 

key 

JobQueues entity 

1 queue_id Job flow identifier integer primary 

key; 

unique 
2 queue_name Job flow name 

character 

string 
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№ Attribute name Attribute description Type Note 

3 queue_description Job flow description 
character 

string 
 

4 queue_input_tag Input data type name 
character 

string 

foreign 

key 

5 
queue_input_vol-

ume 
Average input data volume (TB) 

double 

precision 
 

6 queue_input_mod 
Allowable value of input data volume varia-

tion (TB) 

double 

precision 
 

7 queue_output_tag Output data type name 
character 

string 

foreign 

key 

8 queue_output_vol Average output data volume (TB) 
double 

precision 
 

9 
queue_out-

put_mod 

Allowable value of output data volume vari-

ation (TB) 

double 

precision 
 

10 queue_runtime Average time of task execution (s) integer  

11 queue_runmod 
Permissible value of job execution time var-

iation (s) 
integer  

12 queue_start_delay Delay of job start process (s) integer  

13 queue_temp Average time of job occurrence (s) integer  

14 queue_temp_mod 
Permissible value of job occurrence time 

variation (s) 
integer  

15 queue_power Total number of jobs integer  

16 queue_sensor Name of the statistics collection object 
character 

string 

foreign 

key 

TransportJobs entity 

1 transp_id Transfer object identifier integer 

primary 

key; 

unique 

2 
transp_stor-

age_from 

Name of the storage from which the data are 

transferred 

character 

string 

primary 

key; 

foreign 

key; 

unique 
3 transp_storage_to 

Name of the storage to which the data are 

transferred 

character 

string 

4 transp_link Name of communication link 
character 

string 

foreign 

key 

5 transp_tag Data type name 
character 

string 

foreign 

key 

6 transp_priority Priority value of the transmission object integer  

7 transp_part Percentage of data to be transferred 
double 

precision 
 

8 transp_time_start Transmission start time (s) integer  

Events entity 

1 event_id Event identifier integer 

primary 

key; 

unique 

2 event_name Event name 
character 

string 
unique 
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№ Attribute name Attribute description Type Note 

3 event_description Event description 
character 

string 
 

4 event_sensor Name of the statistics collection object 
character 

string 

foreign 

key 

Event_Object entity 

1 event_id Event identifier integer 
foreign 

key 

2 object_name Object name 
character 

string 
 

3 object_type Object type 
character 

string 
 

4 distribution Distribution type 
character 

string 
 

5 probability Probability of event occurrence 
double 

precision 
 

6 initial_time Time of occurrence of the first event integer  

7 initial_value 
Initial value of the parameter of the object 

with which the event occurs 

double 

precision 
 

8 value 
Permissible value of change of the parame-

ter of the object with which the event occurs 

double 

precision 
 

9 depend_events List of dependent events 
character 

string 
 

Sensors entity 

1 sn_id Statistics collection object identifier integer primary 

key; 

unique 
2 sn_name Statistics collection object name 

character 

string 

3 sn_description Statistics collection object description 
character 

string 
 

4 sn_period Averaging period of collected information integer  

5 sn_frequency 
Frequency of recording the collected infor-

mation in the DB 
integer  

Experiments entity 

1 exp_id DT experiment identifier integer 

primary 

key; 

unique 

2 exp_name DT experiment name 
character 

string 
unique 

3 exp_description DT experiment description 
character 

string 
 

4 exp_params DT experiment parameters 
character 

string 
 

5 exp_log 
List of identifiers of the statistics collection 

object 

character 

string 
 

6 exp_date_create Date and time of creation timestamp  

Modifications entity 

1 mod_id Scenario identifier integer 

primary 

key; 

unique 

2 mod_experiment DT experiment identifier integer 
foreign 

key 
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№ Attribute name Attribute description Type Note 

3 mod_report DT experiment scenario identifier integer unique 

4 mod_json DDC equipment parameters 
текстовые 

данные JSON 
 

5 mod_status 
Status of work (0 – created; 1 – in opera-

tion; 2 – completed) 
integer  

6 mod_date_create Date and time of creation timestamp  

7 mod_date_start Date and time of startup timestamp  

8 mod_date_finish Date and time of work completion timestamp  

SimulationReport entity 

1 report_id Record identifier integer 

primary 

key; 

unique 

2 report_systime System time of statistics collection integer  

3 
report_equip-

ment_id 

Identifier of the object, which is a part of 

the DDC, the information on the results of 

which is contained in the record 

integer  

4 report_equipment 

Name of the object included in the DDC, 

the information on the results of which is 

contained in the record 

character 

string 
 

5 report_variable 
Value describing the state of the object in-

cluded in the DDC 

double 

precision 
 

6 report_comment Comment 
character 

string 
 

7 
report_modifica-

tion 
DT experiment scenario identifier integer 

foreign 

key 
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Appendix 2. User instructions for working with the special software 

1. When entering the system, a page opens that invites the user to build an DDC infrastructure 

(see Fig. 80). The page has “active” buttons that show objects available for adding to the DDC infra-

structure, namely: data generator, computing component, data storage, robotic library. It is necessary to 

select an object from the list (1) and place it in the area selected for drawing (2), after which a form for 

setting up the basic configuration of the device will open (3). It is required to enter all the necessary data 

and click on the “Add Device” button. Figure 81 shows an example of adding a data storage to the DDC 

infrastructure. When the infrastructure is completed, you should click the corresponding button, after 

which the buttons with infrastructure objects will become “inactive” (see Fig. 82). The resulting infra-

structure image can be saved to a local device. 

 

Figure 80. Building the infrastructure of DDCs 
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Figure 81. Adding a data storage to the DDC infrastructure and configuring its parameters 

 

Figure 82. Result of building DDC infrastructure 

2. The built infrastructure can be edited, for example, to change the location of objects or param-

eters of the basic configuration. To do this, click on the “Edit Infrastructure” button, then in the drawing 

area select an object to move or change its parameters (see Fig. 83). All changes should be saved by 

clicking on the corresponding button. 
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Figure 83. Moving one of the data stores in the process of editing the DDC infrastructure 

3.  Once all the necessary objects have been added, the user must configure the communication 

links between them (see Fig. 84). To configure links, select the objects to be connected between and set 

the required parameters. User can make changes to existing communication links (see Fig. 87). 

 

Figure 84. Setting up communication links 
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Figure 85. Editing communication links 

4. Next, user must to create data flows for processing at the DDC (see Fig. 86) and job flows that 

will process this data (see Fig. 87). To create flows it is necessary to click on the corresponding button 

and then fill in the opened form. 
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Figure 86. Setting up data flows 

 

Figure 87. Setting up job flows 
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5. The user can edit the DDC infrastructure, basic equipment configuration, change data flow pa-

rameters and job flows before moving to the next stage, which is directly creating the DDC. 

6. Clicking on the “Create Digital Twin” button will open the window shown in Figure 88. The 

user needs to add a computational experiment to the DT by clicking on the corresponding button, after 

which the form shown in Figure 89 will open. The user is prompted to enter the name and description 

of the computational experiment, modeling and logging parameters. It is possible to add several compu-

tational experiments to solve the problem of searching for the required configuration of equipment of a 

certain type (see Fig. 90). 

 

Figure 88. Adding a computational experiment on the DT 

 

Figure 89. Setting up the parameters of the computational experiment on the DT 
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Figure 90. List of added computational experiments on the DT 

7. Clicking on one of the available computational experiments will open a page with information 

that reflects all parameters and the basic configuration of the equipment (see Fig. 91). To add new equip-

ment modifications, click on the “Add modification” button. To add and configure events that can occur 

in the DDC, click on the “Add Event” button. 

 

Figure 91. Viewing information about the computational experiment on the DT 
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8. After setting up the computational experiments, the DT is started. If there are several modifi-

cations in a computational experiment  (see Fig. 92), the DT for each modification can be started simul-

taneously. 

 

Figure 92. Information about the computational experiment with a list of available modifications and events occurring in 

DDC 

9. During or at the end of the DT operation, the results are available for the user to view. Clicking 

on the "View Results" button will open a page where the type of equipment of interest should be selected, 

after which interactive graphs will be plotted. For example, Figure Figure 93 shows a page with graphs 

reflecting data volumes in storages, and Figure Figure 94 shows the load on communication links during 

data transfer. Graphs of distribution of different types of files in storage and usage of computational 

components are also available for viewing. Interactive graphs imply the possibility to zoom and select 

data for viewing, i.e. hide the results of one or several modifications (see Fig. Figure 94). The user can 

save the results of DT operation for any modification in the form of images with graphs. 

 

Figure 93. Viewing the DT results – total amount of data in storages 
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Figure 94. Viewing the DT results – data link loading 
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Appendix 3. Certificate of registration of a computer program 
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Appendix 4. Letters on the application of the results of the PhD thesis 

research 
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Appendix 5. Act of implementing the results of the PhD thesis research in 

the educational process 
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