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Introduction

Research Topic Relevance

In the modern world, information transfer plays an important role and covers all

spheres of human activity: from personal correspondence to ensuring the security

of entire regions. Today, it is possible to disseminate information using a variety

of channels and means, such as the Internet, television, radio, print media and

others. Due to the development of technology, the time of information transmission

has decreased, and technical means of data exchange have become available, so the

volume of transmitted information has increased. According to the analysis of the

«Global Digital 2023» [5] report for 2023, the number of Internet users exceeded

64% of the total world population compared to 2010 – 29%, and the number of

active users of social networks amounted to more than 59%. These global changes

in information technology have significantly affected processes in various subject

areas. Companies, organizations and state institutions are forced to adapt to the new

digital reality and for this purpose they need modern tools for big data analysis and

modeling of processes related to information distribution1. Based on the peculiarities

of a particular field of science, specialists apply appropriate mathematical methods

and types of modeling to implement effective resource allocation, automation of

management processes and decision-making support.

Various studies have highlighted the problem of dramatic growth in the num­

ber of Internet users worldwide and the multiplied volume of data generated by

them, starting from 1990 to the present. To solve this issue, various approaches and

methods from such sections of mathematics as: graph theory, simulation modeling,

operations research, probability theory, mathematical statistics, machine learning,

neural networks and others are used. This dissertation research considers optimiza­

tion and machine learning methods in solving the problem of determining the sites

of information distribution in mass communication media (MCM). Since in this

thesis the MCM is understood as a social network2, and the sites of information

1 In accordance with Article 2 of the Federal Law of the Russian Federation dated 27.07.2006 № 149-FZ
«On Information, Information Technologies and Information Protection»

2 In accordance with part 1, para. 1 of Art. 10.6 of the Federal Law of the Russian Federation from
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dissemination are the communities of the social network, then the results and con­

clusions obtained for the tasks formulated in the dissertation research can be used

not only in the given subject area — information and communication technologies.

This suggests that the proposed management decision support tool has the property

of scalability.

The peculiarity of using the approach proposed in the thesis is the possibility of

analyzing big data and feature space, as well as the formation of various scenarios

of information dissemination and recommendations for decision makers (DM). The

application of the optimization approach allows to form a set of sites for information

dissemination in the MCM under given constraints and preferences, and the methods

of cluster analysis allow, firstly, to reduce the dimensionality in the optimization

problem with a large number of objects, and secondly, to obtain a well-separable

partitioning with compact clusters. The advantage of the proposed approach is that

the DM has an opportunity to analyze the scenarios of information dissemination

obtained by searching for the optimal solution and constructing the partitioning

taking into account the peculiarities of the feature description of objects.

The relevance of the research of problems related to the dissemination of infor­

mation in the digital environment is due to the applied demand, which allows us to

successfully apply the optimization approach and machine learning methods for the

analysis of supply and demand in the market of goods and services, the implemen­

tation of propaganda activities in the MCM for political purposes, the analysis of

behavioral activity of users by territorial affiliation and other tasks where the use

of modern communication technologies is of crucial importance for the development

of information dissemination in the digital environment. Thus, the development of

intelligent tools to support managerial decision-making in the task of information

dissemination in MCM with the use of tools for analyzing big data is one of the key

tasks in modern technological society.

27.07.2006 № 149-FZ «On information, information technologies and information protection».
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Literature review

The analysis of scientific literature on the application of mathematical methods

to solve the problem of information dissemination in MCM shows that there are

works considering various approaches and methods [11, 27, 35, 58, 92, 106, 107]. A

striking example of integration of management decision support systems are tools

using machine learning and artificial intelligence algorithms, such as "Albert" -

artificial intelligence marketing platform [40] and "MTS Marketer" - advertising

platform based on "MTS Big Data" [56] and others. However, many of them have

a significant disadvantage – high implementation costs, which can afford only large

market participants. In addition, it should be noted that most of the works, where

the issue of information dissemination is considered, have an applied value either for

marketing or model information contradictions [3, 4, 22, 38, 39, 42, 43, 47, 57].

Studying scientific papers covering various approaches to modeling the process of

information dissemination, there are such as - [6, 7, 8, 9, 37, 60, 61, 90], which offer

models for optimizing the distribution of resources, including financial resources,

when conducting advertising campaigns. The development of such tools for decision

support is a good means of analyzing the current situation of supply-demand and

trends in the market of goods and services for the DM, but the result of the work

of such models is not an answer to the question of where it is better to place an

advertisement under given budget constraints. It should be noted that a large

percentage of works in this direction is devoted to the construction of models that

do not meet the requirements of scalability and do not present the possibility of

integration with other systems for convenience and simplification of automation of

management processes in the field of communication technologies [14, 15, 41].

The paper [17] considers the problem of mathematical modeling of an advertising

company: the analysis of modern methods of assessing the effectiveness of advertis­

ing activities is carried out and the mathematical model of optimal distribution of

the advertising budget is applied. Note that in this case the problem of information

dissemination is formulated in such a way that it becomes possible to apply it in

practice only in the context of narrowly focused marketing research, and the model
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of optimal budget allocation the author applies to identify recommendations for op­

timizing advertising policy. In addition, a distinctive feature of this work is that

when building an optimization model, the type of advertising is taken as a variable,

and the target indicator is efficiency. The disadvantage of the proposed approach to

solving the problem is that there is no analysis of big data and do not use modern

tools and software packages to implement the modeling process.

It is important to note that there are such works as [28, 29, 30, 69, 89, 110, 111],

where the issue of choosing platforms for information placement is raised. This

indicates that this area of research is quite popular among specialists of various

industries. At the same time, the analysis of scientific publications has shown that

optimization models using statistical data analysis[103], numerical methods and

differential equations[18, 19, 25, 31, 44, 68, 86, 97] have become the main tool for

identifying regularities in complex socio-economic systems[23]. However, due to

continuous improvement of technical and mathematical applied solutions, there is a

possibility of setting new types of tasks in this subject area.

Some researchers choose optimization methods [95] and numerical simulation

tools [94] to determine the period of advertising records placement, effective char­

acteristics [53, 54] and metrics for assessing the quality of marketing activities [21],

to form an assessment of the influence of information impact on consumers [51],

as well as to search for patterns in the media space [93]. It should be noted that

the thesis research is a continuation of the research conducted by the author in the

undergraduate and graduate programs [72, 73, 84]. Previously, the task of infor­

mation impact in MCM with the application of methods of simulation modeling,

descriptive statistics and construction of a knowledge base to create a prototype of

an expert system using actual data was considered. In this regard, we can conclude

that the task of modeling information dissemination using modern technical means

and applied mathematical apparatus although well studied, it still remains relevant

in the research of various models.
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Research Purpose and Objectives

The purpose of this work is to build an intellectual system using methods of

system analysis of complex applied objects and modern methods of information pro­

cessing to optimize the process of management decision support in the task of in­

formation dissemination in the MCM by developing new and improving existing

methods and tools of analysis of information processing and management of com­

plex systems. The object of the research is information dissemination in MCM, and

the subject of the research is a set of methods for theoretical and experimental anal­

ysis of the above process, as well as tools for modeling the results of information

promotion using optimization and machine learning methods.

In order to achieve the objective of the research, the following tasks need to be

accomplished:

1. Formulate problem statements for determining the set of information dissem­

ination sites. This requires analyzing scientific literature sources to identify

unique problem statements in the subject area.

2. Analyze services that provide up-to-date MCM data and implement data im­

port. For this purpose, it is necessary to formulate criteria for selecting the

most appropriate service.

3. Analyze the existing approaches to building an intelligent decision support

system. It is necessary to analyze the sources of scientific literature devoted

to theoretical and applied researches to solve scientific and technical problems

related to information dissemination.

4. Develop a program component that implements the algorithm of preprocessing

of statistical data on user activity in MCM. It is necessary to analyze the

structure of files containing statistical data, select the appropriate data types

and implement a cyclic algorithm for processing the selected data types.
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5. To develop architecture and realize a software complex for forming scenarios of

information dissemination for DM using modern programming tools. Identify

a number of methods of teacherless machine learning and optimization, as

well as methods of feature space compression and implement an intelligent

system in the form of a software complex consisting of software components

for solving the corresponding types of problems.

Scientific Novelty

In the dissertation research the architecture and scheme of the intelligent system

of support of managerial decision making for DM in the task of information dissemi­

nation in MCM are proposed. The development and implementation of such systems

is an urgent task in many spheres of human activity, including communication tech­

nologies. An optimization model and a complex model of cluster analysis for the

formation of different scenarios of information dissemination with recommendations

on record placement for each selected site have been built and programmatically

implemented.

The models investigate the influence of seasonality, budget, client preferences and

types of goods and services on the dynamics of behavioral activity of the audiences

of the sites. Based on the analysis of the obtained results of numerical modeling, it

was found that there is a seasonal component of the activity of site participants, as

well as differentiation of the sensitivity of criteria to changes in preferences. In this

research, the criteria are understood as quantitative characteristics of evaluating

the involvement of the site audience in the information placed in it. The practical

application of the developed system will allow to adjust the preferences of the DM

in accordance with the specified product range, budget and time interval, as well as

the selected key quantitative characteristics.

The space of attributes was analyzed and the most significant ones were identi­

fied. The influence of sets of significant attributes on obtaining the best scenario,

in terms of quantitative characteristics values, depending on the time interval, bud­

get, as well as the range of goods and services is studied. New formulations of the

problem of information dissemination in the MCM were formulated. In addition,
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the methods of cluster analysis are successfully applied in the optimization problem

for dimensionality reduction, which allowed to reduce the time of obtaining different

scenarios of information dissemination. The dependence of the values of the num­

ber of clusters on the budget for the considered input parameters of the system in

program blocks with the application of machine learning methods without a teacher

is demonstrated. It is shown that when applying clustering methods for dimension­

ality reduction in the optimization problem the number of clusters changes by some

small value, regardless of the used methods of cluster analysis and input parameters

of the model.

All the main results presented in the paper were obtained by the author person­

ally and are new.

Theoretical and Practical Significance of Research

This research work is of theoretical importance, as it contributes to the devel­

opment of a key direction in the analysis of digital space. The research in the

dissertation work on the process of information dissemination, as well as the anal­

ysis of scientific literature allowed us to formulate new problem statements in the

context of automation of management issues in the field of communication technolo­

gies. Despite the fact that the work investigates well-known big data analysis and

optimization models, we would like to note that the results obtained are of universal

applied nature — in the sense of modeling processes occurring outside of marketing.

Indeed, taking into account the specificity of the given subject area, the results of

the research can be appropriately transferred to such processes as, for example, opti­

mization of enterprise resources (economics and management), analysis of opinions

and sentiments by regions (sociology), influence on the public masses to form the im­

age of a political figure (political science). Thus, the importance of this research lies

in the development of the theory researching the processes occurring in the MCM,

as well as in the possibility of obtaining different scenarios of information placement

on certain sites with recommendations.

The program complex developed by the author is of practical importance for

DM in the issue of effective allocation of financial resources and can be used to
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support managerial decision-making in the task of information dissemination. The

results obtained in the course of the research can be taken into account in the future

when developing and implementing new functionalities of the proposed intelligent

system. In addition, we would like to note that the architecture of the software under

consideration is built in such a way that it satisfies the properties of scalability and

integration with other information and communication systems.

Based on the above, it can be concluded that a successful attempt has been made

to propose a universal approach to modeling the information dissemination process

and to develop a new applied tool to support managerial decision-making, which

can be used in management tasks for the effective allocation of limited resources of

the organization when conducting relevant activities in the digital environment, as

well as in the economic analysis of the current situation in the market of goods and

services, sociology and political science tasks.

Structure of the Thesis and the Main Scientific Results

The structure of the dissertation research includes an introduction, three chapters

presented with a division into sections and subsections, a description of the main

results and conclusions — in each chapter, conclusion and a reference list containing

111 sources. The total volume of the work is 116 pages of typewritten text, contains

3 tables and 59 figures.

The introduction substantiates the relevance of the topic of the dissertation re­

search, provides a review of literary sources and indicates the degree of development

of the problem in the literature, outlines the main goals and objectives, specifies the

methodology, and formulates the main results of the research. The scientific novelty,

theoretical and practical significance of the work is presented.

In Chapter 1 formulates problem statements for modeling the process of informa­

tion dissemination in MCM using optimization methods (section 1.1). We analyze

the services that provide statistical data of the MCM, based on the structure of files

containing data of the selected MCM, we develop and implement the algorithm of

statistical data processing, which forms a matrix of object-attributes for the sites

of information dissemination. Using the formed matrix, the characteristics allowing
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to estimate the involvement and feedback of the audience of the sites in relation to

the information placed in them were determined. The block of forming recommen­

dations on placement of paid publications on the platforms of MCM is realized. An

optimization model for determining the sites of information distribution is proposed

and implemented in software (Section 1.2). Numerical simulation with the given

input parameters of the model, as well as sensitivity analysis of criteria in the prob­

lem of multi-criteria optimization, which will allow to adjust the preferences of users

of the IT-product developed by the author. Based on the analysis of the obtained

results, a number of conclusions of this research are formulated (Section 1.3).

In Chapter 2, we formulate problem statements for modeling the information

dissemination process in the MCM using machine learning and optimization meth­

ods with preliminary clustering to reduce the dimensionality and reduce the time of

formation of information dissemination scenarios when the number of site objects

increases (Section 2.1). The architecture and software implementation of a compre­

hensive model using optimization and machine learning methods without a teacher is

developed and its description is proposed. The methods of feature selection and fea­

ture extraction for teacherless learning tasks are considered, the results of applying

the mentioned methods are given and observations are formulated. Cluster analysis

methods are considered and their hyperparameters are specified, and metrics for

evaluating the quality of the resulting partitions are given. The software implemen­

tation of blocks realizing the proposed complex model is described (Section 2.2).

Training of machine learning models and comparative analysis of modeling results

are carried out, and a number of conclusions of this research are formulated (Section

2.3).

In Chapter 3 the developed architecture of the intelligent system of support for

management decision-making in the task of information dissemination in the MCM

is presented in the form of a scheme (Section 3.1). The features of implementation

and application of the system are considered, the scheme of data storage structure

is given (Section 3.2), and a number of conclusions of the research based on the

comparative analysis of numerical simulation results are formulated (Section 3.3).
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The conclusion provides a brief discussion of the results obtained and possible

directions for further research.

Research Methodology and Methods

The tools involved in the work are generally recognized rules and approaches to

research activities in the field of applied mathematics: mathematical programming

(theory and methods of optimization problem solving), machine learning (methods

of cluster analysis and feature space compression), mathematical modeling, com­

parative analysis, numerical simulation in a cross-platform integrated development

environment for the Python programming language — PyCharm.

Degree of Credibility and Evaluation of Results

The main results obtained in the course of the research were discussed and pre­

sented as reports at the following scientific conferences: International Online Con­

ference «The 6th Computational Methods in Systems and Software 2022

(CoMeSySo2022)», Section: «Data Science and Algorithms in Systems», Prague,

Czech Republic. Prague, Czech Republic [101]; All-Russian Conference on Natural

Sciences and Humanities with International Participation «Nauka SPbSU 2023»,

section: «Mathematics, Mechanics, Informatics», St. Petersburg, Russian Federa­

tion. St. Petersburg, Russian Federation; «XIII Congress of Young Scientists ITMO

2024», sections: «Big Data and Machine Learning» [75], «Artificial Intelligence and

Behavioral Economics» [71], St. Petersburg, Russian Federation; VI Congress of

Young Scientists ITMO 2024», sections: «Big Data and Machine Learning» [71], St.

Petersburg, Russian Federation. St. Petersburg, Russian Federation; VI All-Rus­

sian with international participation scientific and practical conference of students,

postgraduates and workers of education and industry — «Management systems, in­

formation technologies and mathematical modeling — 2024» within the framework

of the I International Forum «IT. Science. Creative» (iFORUM), section: «Applied

Mathematics and Informatics in Humanities and Socio-Economic Sciences», Omsk,

Russian Federation [83], Scientific Seminar of the Department of Mathematical The­

ory of Economic Decisions, St. Petersburg State University, St. Petersburg, Russia.
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The reliability and validity of the results of this dissertation research is ensured

by the correctness of problem statements, arguments and conclusions, as well as

by the receipt of positive reviews from members of editorial boards of periodical

scientific editions, in which the main results of the work were published.

Publications

The results of the conducted research have been published in 6 scientific publi­

cations [71, 74, 75, 76, 77, 101, 83], including, the main results of the dissertation

work were published in three scientific journals [74, 76, 77], included in the list of

peer-reviewed scientific editions recommended by VAK RF and included in RINC. 5

certificates of registration of the computer program [78, 79, 80, 81, 82] in the Federal

Institute of Industrial Property (FIPS) were obtained.

The author’s personal contribution consists in independent determination of the

aim, tasks and research plan of the thesis work. The author independently con­

ducted numerical experiments and developed program components and complex.

Interpretation, statistical processing and final evaluation of the obtained results,

analysis of scientific literature, as well as writing the text of the dissertation were

carried out by the author independently.

Main scientific results

1. Problem statements for modeling the process of information dissemination in

MCM using optimization methods are formulated. The described results were

obtained in the first chapter of the research and published in the paper [76].

2. Problem statements for modeling the process of information dissemination in

MCM using machine learning methods are formulated. The described results

were obtained in the second chapter of the research and published in [77].

3. We have developed a software component that implements a cyclic algorithm

for preprocessing statistical data on the user activity of information sites in

the task of information dissemination in MCM in the Python programming
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language in the cross-platform integrated development environment PyCharm.

The described results were obtained in the first chapter of the research and

published in [76, 79].

4. A software component with a recommendation block for forming information

dissemination scenarios in MCM and solving optimization problems with the

ability to transform and visualize information in the Python programming

language in the cross-platform integrated development environment PyCharm

has been developed. The described results were obtained in the first chapter

of the research and published in [76, 81].

5. We have developed software components using machine learning and teacher­

less feature selection methods to solve the problem of clustering of information

sites and the problem of dimensionality reduction in the optimization problem

with the possibility of transformation and visualization of information in the

Python programming language in the cross-platform integrated development

environment PyCharm. The described results were obtained in the second

chapter of the research and published in [77, 80, 82].

6. The architecture has been developed and the intelligent system of manage­

ment decision support in the task of information dissemination in the MCM

has been programmatically implemented, and the scheme of data storage and

modeling results with the possibility of transformation and visualization of

information in the Python programming language in the cross-platform inte­

grated development environment PyCharm has been proposed. Information

dissemination scenarios are compared and the feasibility of forming several

sets of information sites is demonstrated. The described results were obtained

in the third chapter of the research and published in the paper [74, 78].

7. A tool for numerical simulation of the system under research has been devel­

oped, which allows to perform sensitivity analysis of criteria, as well as to

analyze the process of forming unique scenarios of information dissemination

as a result of changing preferences in the problem of multi-criteria optimiza­
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tion on the example of the market of goods and services in the digital en­

vironment, taking into account the nomenclature of goods, budget and time

interval. Application of the developed software components allows to correct

user preferences by adjusting hyperparameters of machine learning methods,

as well as to reduce the time of formation of scenarios of information dissem­

ination. The analysis of feature importance allowed to determine the basic

set of significant characteristics of objects by the selected methods of feature

space compression. The described results were obtained in the first and second

chapters of the research and published in [76, 77].

Main results to be Defended

1. Formalization and formulation of problems of information processing and mod­

eling of information dissemination process in MCM using optimization and

machine learning methods.

2. Special algorithmic and mathematical support of the intellectual system of

management decision support in the field of information dissemination in

MCM using modern methods of information processing and analysis, opti­

mization and machine learning.

3. A program complex for realization of the problem-oriented intelligent system

of management decision support in the task of information dissemination in

MCM.

4. Information visualization, transformation and analysis functions using current

computer information processing techniques in a BI tool for the task of infor­

mation dissemination in the MCM.

5. Methodology of applied research aimed at identifying, measuring and ana­

lyzing the emerging market conditions of goods-services in the digital envi­

ronment, as well as modeling scenarios of information dissemination in the

MCM.
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Chapter 1.

Modeling of site sets in the task of information

dissemination based on optimization methods

1.1. Problem statement and description

Application of mathematical models for modeling processes in various applied

areas plays a tangible role in making managerial decisions. With their help, special­

ists can predict or evaluate the behavior of the system, simulating various scenarios

when input data changes or when external factors affect the system, predict the

results of any processes, thereby minimizing losses, both in monetary and reputa­

tional terms, maximize the profit of the enterprise, and much more. Optimization

models are an integral part of the mathematical toolkit used both by various govern­

ment institutions and businesses to help decision makers in complex environments

to conduct a complete and objective analysis of the subject activity. In this chapter

some possible formulations of optimization problems of information distribution site

selection in MCM will be considered.

Since the concepts in question cover a very wide range of means, tools and

ways of providing information to an indefinite circle of persons, and also based

on the specifics of the experimental part of this research, it is proposed that the

dissemination of information should be understood as its promotion by publishing

an advertising record1, and under MCM - social networks2. For numerical modeling

and ease of interpretation of the results was taken social network «VKontakte» [64].

In this paper, the promotion of information will be carried out in terms of the

communicative impact of [26] on its consumer. To demonstrate the performance

of the proposed modeling approach, we will consider a number of marketing tasks,

such as increasing sales, positioning the brand of the [32, 59] or creating a corporate

image of the [20]. Due to the fact that the promotion of information will take place

1 In accordance with the Federal Law of the Russian Federation dated 13. 03.03.2006 N 38-FZ (ed. of
11.03.2024) "On Advertising"

2 In accordance with Article 10.6 of the Federal Law of the Russian Federation of 27.07.2006 N 149-FZ (ed.
of 12.12.2023) "On Information, Information Technologies and Information Protection"
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within the framework of social networks, the site is understood to be a community of

the social network [46]. In the community administrators publish records both on a

free basis within the theme of the group, and for commercial purposes. Such records

are called advertising records. The cost of placing such a record depends on many

factors: the activity of the audience, topics, time of year and so on. Accordingly,

the person who contacts the community administrators to publish an advertising

record is a client.

In order to evaluate the possible results of advertising campaigns, data reflecting

the activity in the community is required. In this paper, audience activity in the

community is assessed using various indicators and metrics for a selected time period

due to the limited possibility of obtaining data containing other complementary

information.

So, let’s consider possible formulations of the problem of forming a set of com­

munities to place advertising records in them.

Integer Linear Programming Problem

Meaningful formulation of the problem: a client needs to increase the volume of

products it sells within a certain budget. The client wants to run an advertising

campaign in such a way that as many web users as possible learn about its product.

It is required to maximize the total number of views of the published advertising

records given the subject, time period, target parameter and budget. Note that the

same advertisement record can be published in several communities, and also the

advertisement record can be edited separately for each selected community taking

into account the peculiarities of its audience.

Mathematical formulation of the problem: let the universal set of communities

𝑋, community topics, the desired month for posting information 𝑡
(︀
𝑡 = 1,12

)︀
, and

the budget of the advertising campaign (𝑃 > 0) be defined. Order the set 𝑋, i.e.,

establish a one-to-one correspondence between the sets 𝑋 and𝑀 = {1, . . . ,𝑛} ⊂ 𝑁 ,

which allows us to specify the cost of placing an advertising record in the 𝑖-th

community as 𝑏𝑖 > 0, the value of the selected target indicator in the 𝑖-th community

for the average statistical record in a given month of the year 𝑡 – 𝑐𝑖(𝑡) > 0, 𝑖 ∈ 𝑀 .
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The solution of the problem is represented by defining a set of communities 𝑥 =

(𝑥1, . . . ,𝑥𝑚) ⊆ 𝑋, 1 ≤ 𝑚 ≤ 𝑛, which satisfies the following requirements:

𝑓(𝑥) =
𝑚∑︁
𝑗=1

𝑐𝑗 · 𝑥𝑗 → 𝑚𝑎𝑥,

𝑚∑︁
𝑗=1

𝑏𝑗 · 𝑥𝑗 ≤ 𝑃,

𝑥𝑗 ∈ {0; 1}, 𝑗 = 1,𝑚.

Multi-objective optimization

Meaningful formulation of the problem: the client needs to carry out brand position­

ing within a certain budget. However, the client favors communities where people

leave feedback in comments under posts and actively share community posts on their

personal page. The client needs to maximize the number of comments and "share"

marks on the published advertising record for a given topic, time period and bud­

get. Thus, for the client two indicators are in equilibrium, the values of which will

be maximized. Note that one and the same advertising record can be published in

several communities, as well as the advertising record can be edited separately for

each selected community, taking into account the characteristics of its audience.

In this research, the criteria are understood as «Likes», «Share», «Comments»,

«Views». In general, with a greater variety of data, the criteria can be, for example,

coverage3, the number of clicks on links, and so on.

Mathematical formulation of the problem: to the notations introduced on page

21, we add 4 criteria defined by functions: 𝑓1(𝑥), 𝑓2(𝑥), 𝑓3(𝑥), 𝑓4(𝑥); we redefine

the cost of placing an advertisement record in 𝑖- community — 𝑔𝑖 > 0, and set

the values of the corresponding criteria in 𝑖- community for an average record in

a given month of year 𝑡 — 𝑎𝑖(𝑡) > 0, 𝑏𝑖(𝑡) > 0, 𝑏𝑖(𝑡) > 0, 𝑐𝑖(𝑡) > 0, 𝑑𝑖(𝑡) > 0,

𝑖 ∈ 𝑀 . The solution of the problem is represented by defining a set of communities

𝑥 = (𝑥1, . . . ,𝑥𝑚) ⊆ 𝑋, 1 ≤ 𝑚 ≤ 𝑛, which satisfies the following requirements:

3 Unique views of the record by social network users
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⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

𝑓1(𝑥) =
∑︀𝑚

𝑗=1 𝑎𝑗 · 𝑥𝑗 → 𝑚𝑎𝑥, 𝑓2(𝑥) =
∑︀𝑚

𝑗=1 𝑏𝑗 · 𝑥𝑗 → 𝑚𝑎𝑥,

𝑓3(𝑥) =
∑︀𝑚

𝑗=1 𝑐𝑗 · 𝑥𝑗 → 𝑚𝑎𝑥, 𝑓4(𝑥) =
∑︀𝑚

𝑗=1 𝑑𝑗 · 𝑥𝑗 → 𝑚𝑎𝑥,∑︀𝑚
𝑗=1 𝑔𝑗 · 𝑥𝑗 ≤ 𝑃,

𝑥𝑗 ∈ {0; 1}, 𝑗 = 1,𝑚.

(1.1.1)

Applying the method of criteria convolution, we reduce the system (1.1.1) to the

system (1.1.2) and solve it using known methods of mathematical programming.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑓(𝑥) =

∑︀𝑚
𝑗=1𝑤𝑗 · 𝑥𝑗 → 𝑚𝑎𝑥,∑︀𝑚

𝑗=1 𝑔𝑗 · 𝑥𝑗 ≤ 𝑃,

𝑥𝑗 ∈ {0; 1}, 𝑗 = 1,𝑚.

(1.1.2)

where 𝑤𝑗 = 𝛼1 · 𝑎𝑗 + 𝛼2 · 𝑏𝑗 + 𝛼3 · 𝑐𝑗 + 𝛼4 · 𝑑𝑗 is a measure of total activ­

ity in 𝑗-community for the «average» record in a given month of year 𝑡, 𝛼 =

{𝛼1, 𝛼1, 𝛼2, 𝛼3, 𝛼4} are the criteria weights or customer preferences.

1.2. Optimization model

The architecture of the optimization model is presented as a block diagram in

Figure 1.1. The considered software component is implemented by means of four

main functional blocks:

1. data preprocessing;

2. data processing;

3. forming recommendations for publishing advertising records;

4. optimization.
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Figure 1.1: Architecture of the program component «Optimization model»

However, before proceeding to the consideration of the structures and features

of the implementation of these functions, it is necessary to analyze the sources that

provide relevant statistical data of communities of the social network «VKontakte».

Note that the development of its own software package that solves the problem of

parsing data4 for various Internet platforms is a separate labor-intensive task, so

in this study the author decided to use existing tools to extract statistical data on

communities of the social network.

1.2.1. Analyzing sources of relevant statistical data

In order to conduct information dissemination activities in the MCM, it is nec­

essary to analyze the data, access to which is provided by special services. This

section will list a number of such resources and select one that meets the following

criteria:

1. Versatility of use — the service provides statistics on various social media

resources.

2. Ability to do uploads on a selected number of communities.

3. Ability to specify an upload period.

4 Parsing data is the extraction of structured information from unstructured or semi-structured data.
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4. Sufficient number of community characteristics provided by the service (more

than 10).

5. Upload format: tabular by characteristics. Desirable file format: xlsx, txt,

csv, json, xml.

6. Cost of using the service.

The criteria formulated will enable the researcher to find relevant statistics in a

short time period.

Let’s take a look at a few of the most popular resources among internet marketing

industry professionals:

� «LiveDune» — The service checks accounts for spoofing and provides other var­

ious statistics necessary to make a decision on advertising placement [63]. The

service also provides hourly statistics on campaign and competitor accounts.

Meeting the formulated criteria:

1. Media resources: «VKontakte», «Odnoklassniki», «Telegram», «TikTok»,

«YouTube».

2. There is, but it is severely limited. To get data on 3000 communities,

you need to pay more than 9990 rubles.

3. Available.

4. More than 50 different metrics.

5. Download format - pdf, xlsx.

6. The cost is more than 9990 rubles per month.

� «Pur Ninja» — is a service for delayed posting and analytics in social networks

[1]. It knows how to publish videos, add watermarks to media, and display

exactly how a post will look once it’s published to social media. Meeting the

articulated criteria:

1. Media resources: «Telegram», «VKontakte», «Odnoklassniki».
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2. Available, but severely limited. To get data on 3,000 communities, you

need to pay for a 30x «Business L» plan.

3. Available.

4. Sufficient metrics.

5. Download format - xlsx, csv.

6. The cost - from 200 thousand rubles per month.

� «Popsters» — is a service of content analytics, statistics and comparison of

communities in 12 social networks [62]. It allows you to: evaluate the popu­

larity of different posts, taking into account the content, format, text volume,

etc.; allows you to quickly and automatically calculate the effectiveness of posts

with different hashtags and attachments; allows you to get statistics, analyze

and compare the effectiveness of different campaigns in different communities.

Compliance with the formulated criteria:

1. Media resources: «VKontakte», «Odnoklassniki», «Telegram», «TikTok»,

«Pinterest» and «YouTube».

2. Yes, there are, no restrictions.

3. Available.

4. More than 20 metrics.

5. Download format - allows you to generate and download in a convenient

format (xlsx, jpg, pdf, pptx, png, csv) reports and graphs based on statis­

tics.

6. The cost - from 499 rubles per month.

� «JagaJam» — is a company that creates services for working with data from

social networks [65]. Statistics of accounts in social networks: the best posts,

dynamics of subscribers, engagement, «Views», «My Like», «Comments» and

«Share» for any period. The company provides: rating of communities, allow­

ing you to choose the best ones for promotion; data in a convenient form for
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comparison (up to 10 communities at a time) and much more. Compliance

with the formulated criteria:

1. Media resources: «VKontakte», «Odnoklassniki», «Telegram», «TikTok»,

«YouTube» and others.

2. Yes, there are, no restrictions.

3. Available.

4. Sufficient quantity.

5. Cost - from 9890 rubles per month.

6. Download format - xlsx.

� «AllSocial» — is a service with a lot of useful analytical information of com­

munities of the social network «VKontakte» [66]. The service provides infor­

mation about the cost of advertising record placement in communities, which

corresponds to the exchange price of «Sociate». Compliance with the formu­

lated criteria:

1. Media resources: «VKontakte».

2. Yes, there are, no restrictions.

3. Available.

4. Sufficient quantity.

5. The cost is free.

6. Download format - xlsx.

From the listed services were chosen — «Popsters» and «AllSocial». The first ser­

vice satisfies most of the criteria and has a rather convenient structure of statistical

data upload files for their further conversion and use. The second service contains

additional metrics, statistical data, as well as one of the key characteristics for this

study — the cost of placing an advertising record in a social network community,
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which was obtained by the second service from the source5 called «Sociate», which

is an advertising exchange [13].

It should be noted that all data collected are publicly available, non-confidential

and non-personal, they can be obtained by any Internet user and belong to its open

segment.

The development of an algorithm for preprocessing statistical data of user activ­

ity in social networks is a key step to ensure quality analysis of user behavior. Let’s

proceed to the description of this algorithm.

1.2.2. Algorithm of preprocessing of statistical data

Description of the structure of statistics files and feature space

As a result of the analysis of services that provide analytical information, the data

from «Popsters» and «AllSocial» services for the period from 01.06.2021-31.06.2022

was uploaded. In the first service the number of communities amounted to more

than 3600, and in the second service an upload of 10000 communities was formed.

Each of the uploads has its own structure and its own feature description of the

community. Let’s analyze the features of each of them in detail. The «AllSocial»

service provides statistical data in the form of a feature matrix, hence it does not

require the development of an algorithm to build a matrix of this kind. The structure

of the generated file is presented in the figure 1.2.

Figure 1.2: Structure of the file with statistics from «AllSocial» service. Data set 1

5 All the presented sources, including their operability, are up to date as of 01.06.2022
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The «Popsters» service allows you to select communities and generate an upload

with statistics on communities for the selected period. The file with summary statis­

tics for all selected communities (service limitation - no more than 10 communities)

has the following structure (see Fig. 1.3).

Figure 1.3: File structure with summary statistics on all selected communities for
the set period from «Popsters» service. Data set 2

To apply an optimization approach or machine learning methodology, it is nec­

essary that the data be represented in the form of a matrix of feature objects. In

addition, the statistical data should reflect the activity of social network users as a

feedback on the content posted in the community. The data from the first set do

not need to be transformed, but for the data from the second set it is necessary to

develop an algorithm for forming the matrix of feature objects.

The features presented in the upload from the «AllSocial» service are additional,

and the main features are selected from the «Popsters» service. To learn more about

the features from the «Popsters» service, you should follow the link [87]. Using the

data in Set 2, new features were introduced, such as:

� The Engagement Rate per day for a month per number of community sub­

scribers:

𝐸𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1 (𝐿𝑖 +𝑅𝑖 + 𝐶𝑖)

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 × 𝑛𝑗
× 100,

where 𝐿𝑖, 𝑅𝑖, 𝐶𝑖 is the sum of «Like»/«Share»/«Comments» from all released
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posts on the 𝑖 day in 𝑗-month; 𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in 𝑗-month,

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 is the number of community subscribers in 𝑗-month.

� The Engagement Rate per publication per month per number of community

subscribers:

𝐸𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1 (𝐿𝑖 +𝑅𝑖 + 𝐶𝑖)

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 ×
∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖

× 100,

where 𝐿𝑖, 𝑅𝑖, 𝐶𝑖 is the sum of «My Likes»/«Share»/«Comments» from all

released publications on the 𝑖-th day in 𝑗-month, 𝑖 = 1,𝑛; 𝑛𝑗 is the number

of days in 𝑗-month, 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 is the number of community subscribers in

𝑗-month; 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖 is the number of publications in 𝑖 day.

� The Visibility Rate of audience per day for a month per number of community

subscribers:

𝑉 𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1 𝑉𝑖

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 × 𝑛𝑗
× 100,

where 𝑉𝑖 is the sum of «views» on the 𝑖 day from all released publications in

the 𝑗-month; 𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in the 𝑗-month; 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗

is the number of community subscribers in the 𝑗-month.

� The Visibility Rate per publication per month per number of community sub­

scribers:

𝑉 𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1 𝑉𝑖

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 ×
∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖

× 100,

where 𝑉𝑖 is the sum of «views» on the 𝑖 day from all released publications

in the 𝑗-month, 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 is the number of community subscribers in the

𝑗-month; 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖 is the number of publications in the 𝑖 day; 𝑖 = 1,𝑛𝑗, 𝑛𝑗

is the number of days in the 𝑗-month.

� The Love Rate of an audience per day for a month per number of community

subscribers:

𝐿𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1 𝐿𝑖

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 × 𝑛𝑗
× 100,
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where 𝐿𝑖 is the sum of «Like» on the 𝑖th day from all released publications in

𝑗-month; 𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in 𝑗-month ; 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 is the

number of community subscribers in 𝑗-month.

� The Love Rate per publication per month per number of community sub­

scribers:

𝐿𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1 𝐿𝑖

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 ×
∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖

× 100,

where 𝐿𝑖 is the sum of «My Likes» on the 𝑖th day from all released publications

in the 𝑗th month, 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 is the number of community subscribers in

the 𝑗th month; 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖 is the number of publications on the 𝑖th day;

𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in the 𝑗th month.

� The Talk Rate of the audience per day for a month per number of community

subscribers:

𝑇𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1𝐶𝑖

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 × 𝑛𝑗
× 100,

where 𝐶𝑖 is the sum of «Comments» on the 𝑖th day from all released publica­

tions in 𝑗-month; 𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in 𝑗-month; 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗

is the number of community subscribers in 𝑗-month.

� The Talk Rate per publication per month per number of community sub­

scribers:

𝑇𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1𝐶𝑖

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 ×
∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖

× 100,

where 𝐶𝑖 is the sum of «Comments» on the 𝑖th day from all released publica­

tions in the 𝑗th month, 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 is the number of community subscribers

in the 𝑗th month; 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖 is the number of publications in the 𝑖th day;

𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in the 𝑗th month.

� The Amplification Rate among the audience per day for a month per number
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of community subscribers:

𝐴𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1𝑅𝑖

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 × 𝑛𝑗
× 100,

where 𝑅𝑖 is the sum of «Share» on the 𝑖th day from all released publications

in 𝑗-month; 𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in 𝑗-month; 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 is

the number of community subscribers in 𝑗-month.

� The Amplification Rate to the audience per publication per month per number

of community subscribers:

𝐴𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1𝑅𝑖

𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 ×
∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖

× 100,

where 𝑅𝑖 is the sum of «Share» on the 𝑖th day from all released publications

in the 𝑗th month, 𝑆𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟𝑠𝑗 is the number of community subscribers in

the 𝑗th month; 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖 is the number of publications on the 𝑖th day;

𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in the 𝑗th month.

� Total publications during the month:

𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑗 =

𝑛𝑗∑︁
𝑖=1

𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖,

where 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑗 is the number of publications in 𝑗-month, 𝑗 = 1,𝑚; 𝑚 is

the number of months, 𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in 𝑗-month.

� Intensity of publication activity per day during the month (hereinafter «IPA

per day (for the year)»):

𝐼𝑃𝐴𝑚𝑜𝑛𝑡ℎ𝑗
=

∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖

𝑛𝑗
,

where
∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑖 is the number of publications in 𝑗-month, 𝑗 = 1,𝑚;

𝑚 is the number of months, 𝑖 = 1,𝑛𝑗, 𝑛𝑗 is the number of days in 𝑗-month.
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� Average value of marks («Like», «Share», «Comments», «Views») of a publi­

cation during a month:

𝐿𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1 𝐿𝑖∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑑𝑎𝑦𝑖
,

𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1𝑅𝑖∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑑𝑎𝑦𝑖
,

𝐶𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1𝐶𝑖∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑑𝑎𝑦𝑖
,

𝑉𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗 =

∑︀𝑛𝑗

𝑖=1 𝑉𝑖∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑑𝑎𝑦𝑖
,

where
∑︀𝑛𝑗

𝑖=1 𝐿𝑖,
∑︀𝑛𝑗

𝑖=1𝑅𝑖,
∑︀𝑛𝑗

𝑖=1𝐶𝑖,
∑︀𝑛𝑗

𝑖=1 𝑉𝑖 is the sum of «Like», «Share», «Com­

ments», «Views» under all publications for 𝑗-month;
∑︀𝑛𝑗

𝑖=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑑𝑎𝑦𝑖

- number of publications in 𝑖-th day, 𝑗 = 1,𝑚; 𝑚 - number of months, 𝑖 = 1,𝑛𝑗,

𝑛𝑗 - number of days in 𝑗-th month.

� Average value of marks («Like», «Share», «Comments», «Views») of the pub­

lication during the year:

𝐿𝑝𝑜𝑠𝑡 𝑦𝑒𝑎𝑟 =

∑︀𝑚
𝑗=1 𝐿𝑗∑︀𝑚

𝑗=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑚𝑜𝑛𝑡ℎ𝑗
,

𝑅𝑝𝑜𝑠𝑡 𝑦𝑒𝑎𝑟 =

∑︀𝑚
𝑗=1𝑅𝑗∑︀𝑚

𝑗=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑚𝑜𝑛𝑡ℎ𝑗
,

𝐶𝑝𝑜𝑠𝑡 𝑦𝑒𝑎𝑟 =

∑︀𝑚
𝑗=1𝐶𝑗∑︀𝑚

𝑗=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑚𝑜𝑛𝑡ℎ𝑗
,

𝑉𝑝𝑜𝑠𝑡 𝑦𝑒𝑎𝑟 =

∑︀𝑚
𝑗=1 𝑉𝑗∑︀𝑚

𝑗=1 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑚𝑜𝑛𝑡ℎ𝑗
,

where
∑︀𝑚

𝑗=1 𝐿𝑗,
∑︀𝑚

𝑗=1𝑅𝑗,
∑︀𝑚

𝑗=1𝐶𝑗,
∑︀𝑚

𝑗=1 𝑉𝑗 - sum of «Like», «Share», «Com­

ments», «Views» marks under all publications for 𝑗-month; 𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛_𝑚𝑜𝑛𝑡ℎ𝑗

- number of publications in month 𝑗, 𝑗 = 1,𝑚, 𝑚 - number of months.

Using the data in set 1, new features were introduced, such as:
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� Average age of the target audience of the community (hereinafter referred to

as «Average age of TA»):

𝐴𝑔𝑒𝑚𝑒𝑎𝑛 =

∑︀𝑛
𝑖=1𝐴𝑔𝑒_𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙_𝑚𝑒𝑎𝑛𝑖 × 𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑣𝑎𝑙𝑢𝑒_𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑖

100
,

where 𝐴𝑔𝑒_𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙_𝑚𝑒𝑎𝑛𝑖 - average age in 𝑖-interval, for example, for «%

27-30 years» the average age will be 28,5 years (the extreme values: «% under

18 years» and «% from 45 years», were taken as follows: 16.5 and 50 years

old, respectively); 𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑣𝑎𝑙𝑢𝑒_𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙𝑖 - what percentage of the total

audience belongs to the given age range.

� Ratio of men and women in the community (hereinafter «Gender (M/W)»):

𝑆𝑒𝑥 (𝑚𝑎𝑙𝑒/𝑓𝑒𝑚𝑎𝑙𝑒) =
𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑚𝑎𝑙𝑒

𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑓𝑒𝑚𝑎𝑙𝑒
,

where 𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑚𝑎𝑙𝑒 / 𝑃𝑒𝑟𝑐𝑒𝑛𝑡_𝑓𝑒𝑚𝑎𝑙𝑒 - audience share of men and women

respectively.

Some of the features introduced above will be used to implement clustering

algorithms, some will be used to form recommendations for content placement and

for complex display of activity within the community.

In addition, a characteristic - «Thematic» was introduced, which was filled in

manually, as there is no such characteristic in the selected services.

As a result, from the «AllSocial» service we have the following characteristics of

communities: «Communities»>, «id», «URL», «Growth in 1 day», «Growth in 7

days», «Growth in 30 days», «% Offline more than a month», «ER (100 last posts)»,

«Sociate price», «CPM Sociate», «Customers (average for 7 days)», «% Mobile», «%

Computer», «% Male», «% Female», «% under 18 years», «% 18-21 years», «% 21-24

years», «% 24-27 years», «% 27-30 years», «% 30-35 years», «% 35-45 years», «%

from 45 years», «𝐴𝑔𝑒𝑚𝑒𝑎𝑛>, «𝑆𝑒𝑥 (𝑚𝑎𝑙𝑒/𝑓𝑒𝑚𝑎𝑙𝑒)», «% Russia», «% Belarus», «%

Other countries».

From the «Popsters» service we get the following characteristics: «Days of week»,
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«Time of day», «Days of week/text volume», «Time of day/text volume», «Rela­

tive activity days of week/text volume», «Relative activity time of day/text vol­

ume», «Like», «Share», «Comments»>, «Views», «Subscribers», «Number of pub­

lications», «Number by text length», «ER by text length», «Number by content

type», «ER by content type», «Relative activity by content type», «𝐸𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗»,

«𝐸𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗», «𝑉 𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗», «𝑉 𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗», «𝐿𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗», «𝐿𝑅𝑝𝑜𝑠𝑡

𝑚𝑜𝑛𝑡ℎ𝑗», «𝐿𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗», «𝑇𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗», «𝐴𝑅𝑑𝑎𝑦 𝑚𝑜𝑛𝑡ℎ𝑗», «𝐴𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗»,

«𝑃𝑢𝑏𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑗», «𝐼𝑃𝐴𝑚𝑜𝑛𝑡ℎ𝑗
», «𝐿𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗», «𝑅𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗», «𝐶𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗»,

«𝑉𝑝𝑜𝑠𝑡 𝑚𝑜𝑛𝑡ℎ𝑗», «𝐿𝑝𝑜𝑠𝑡 𝑦𝑒𝑎𝑟», «𝑅𝑝𝑜𝑠𝑡 𝑦𝑒𝑎𝑟», «𝐶𝑝𝑜𝑠𝑡 𝑦𝑒𝑎𝑟», «𝑉𝑝𝑜𝑠𝑡 𝑦𝑒𝑎𝑟».

For modeling and implementation of machine learning methods, it is required to

build a feature matrix. In accordance with this requirement, a data preprocessing

algorithm was developed. Let us consider it in more detail.

Algorithm for forming a feature matrix

It is necessary to transform the data set 2 into a feature matrix, where the object

is the community and the features are its characteristics. To realize the required

transformation, we developed an algorithm (see Fig. 1.4) consisting of the following

parts:

Figure 1.4: Data preprocessing algorithm scheme

1. A cycle is implemented in which files are read in turn and their preprocessing

begins according to the principle - one file is divided into tables, the number

of which is equal to the number of attributes. It should be noted that the

attributes are united by type, for which the processing functions will be the

same.
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1.1 A nested loop that removes empty rows and puts in the table feature

names;

1.2 Further functions of processing of all types of attributes and functions of

checking of identical names of communities in one file, and also in those

cases when the same community is in different files are realized:

� If such communities exist, their line number is added to the commu­

nity name, for example: «My dacha», «My dacha_6», «My dacha_7».

This is necessary for correct operation of the merge and concat meth­

ods of the pandas library;

� If the same community exists in different files, the function of check­

ing and deleting such repetitions is implemented for this case, and

all but the first one are deleted.

1.3 Thus, matrices are formed according to the number of traits, each of

which stores data for all communities.

2. A function is implemented that defines and calculates new features using the

formulas described earlier from existing data.

3. Functions for processing two types of tables containing object attributes and

forming a feature matrix are implemented.

4. Next, the transformed data is merged with dataset 1 to form a single feature

matrix.

As a result of the algorithm’s work, a feature matrix with 3604 communities,

more than 20 target features and more than 30 characteristics is created to form

recommendations for placing records in each community (see Fig. 1.5). The software

component implementing this algorithm is programmatically implemented and reg­

istered in the FIPS [79].
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Figure 1.5: Feature matrix

In this paragraph, the most popular services for providing statistical data from

the «VKontakte» social network were considered, the characteristics of communities

that will be used in optimization and clustering tasks were determined, and an

algorithm that forms a feature matrix was developed.

Algorithm of statistical data processing

Data processing algorithm, is a series of transformations with a feature matrix,

such as:

� Deletion of objects that have an empty «Sociate price» column. This is ex­

plained by the necessity to use for modeling objects that have a known cost

of advertising record placement;

� Deletion of objects whose value in the «Total publications» column is equal

to 0. This is explained by the need to use for modeling a set of objects with

non-zero activity during the time period: 01.06.2021 - 31.05.2022;

� Convert categorical attributes with string values, such as «Topic», «Commu­

nity Name», «URL», to a numeric data type.

In addition, this block uses data from the client’s terms of reference, such as:

«Topic», «Target Indicator», «Month». Based on this, the following is formed: a

subset of objects, specified topics, with non-zero values of target indicators in the

month specified by the client. If there are several months, then for each month it

is necessary to perform modeling separately, because the subsets of objects with
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non-zero values of the target indicator, in general, may differ from month to month.

These transformations are explained by the necessity to allocate a certain subset

of objects for a specific technical task of the client in order to perform numerical

modeling and form a solution.

The output is two sets of data, one designed to apply optimization and machine

learning methods, the other to generate recommendations for advertising record

placement for each object. In the first case, the set includes the attributes: «Sub­

scribers», «ER Post_year», «ER View_year», «LR Post_year», «TR Post_year»,

«VR Post_year», «AR Post_year», «Likes post average (per year)», «Reposts post

average (per year)», «Comments post average (per year)», «Views post average

(per year)», «Visitors (average for 7 days)», «IPA per day (for a year)», «% Of­

fline more than a month», «Price of Sociate», «CPM of Sociate», «Gender (M/W)»,

«Topic_id», «ER (100 last posts)», «Average age of TA», «Growth for 30 days».

Note that «Like» and «Reposts» are understood as «My Likes» and «Share», re­

spectively.

1.2.3. Peculiarities of optimization model implementation

Implementation of the recommendation block

Support of managerial decision-making for the DM in the task of information

dissemination in the MCM is carried out by analyzing the behavioral activity of the

audience of the sites. Consequently, in addition to the characteristics introduced in

Section 1.2.2., it is necessary to develop functions for making recommendations for

posting records in social network communities.

More than 10 functions have been written to realize the block of recommenda­

tions formation (see Fig. 1.6).
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Figure 1.6: Scheme of implementation of the developed library for forming recom­
mendations on publication placement

Thanks to the formation of recommendations, it is possible to determine the

best time period for publishing a record, the amount of text in it, the need to attach

photo/audio/video materials to it, as well as links, in such a way that the audience

response to the posted record was maximized in a given community, i.e. to make it

so that the published record has more «Like», «Share», «Comments», «Views» (see

fig. 1.7).

Figure 1.7: Example of a recommendation function

In addition to the basic recommendations, the client is provided with all available

metrics reflecting the activity in the community, for example, not «Average age of

TA», but the percentage of the number of subscribers by age intervals.
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Implementation of the optimization model

For software implementation of the optimization model it is necessary to formu­

late a mathematical statement of the problem, form a matrix of objects-attributes

and functions of recommendations for each object-community on record placement.

The set tasks will be solved with the help of known methods of linear program­

ming, methods of multicriteria optimization, and programmatically implemented

algorithms for solving problems will be in the programming language «Python»

with appropriate libraries in a cross-platform integrated development environment

PyCharm. Due to the optimization of the running time of algorithms solving the

set tasks, it was decided to implement one function, which solves both the problem

of multi-criteria optimization and the problem of integer linear programming.

Let us proceed to the description of the architecture of the function implementing

the proposed optimization approach to solving the problem of information dissemi­

nation in the MCM:

1. It is set: lists of topics, month of the year, client’s budget - 𝑃 , list of criteria:

«Like», «Share», «Comments», «Views» - 𝑓1, 𝑓2, 𝑓3, 𝑓4, matrix of weight

coefficients in the form of a list with nested lists - 𝐴, table for fixing the

results of modeling. It should be noted that the client’s budget does not

exceed the maximum budget for the given topics.

2. 3 nested cycles are defined: the first by the list of topics, the second by the

client’s budget, and the third by the timing of the weighting matrix.

3. The function of data processing is called, which selects objects from the given

list of topics with non-zero values of criteria in the given month of the year.

Thus, a subset of objects on which modeling will be performed is formed.

4. The function that implements optimization methods is called, where recom­

mendations are formed for objects of a given subset, selecting objects where

the cost of advertising record placement is less than or equal to 𝑃 .
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5. We specify: an array of prices for advertising record placement - 𝑔𝑗, where

𝑗 = 1,𝑚; arrays of values for criteria 𝑓1, 𝑓2, 𝑓3, 𝑓4.

6. A single criterion is specified using the criterion convolution method:

𝑓(𝑥) = 𝛼1 · 𝑓1(𝑥) + 𝛼2 · 𝑓2(𝑥) + 𝛼3 · 𝑓3(𝑥) + 𝛼4 · 𝑓4(𝑥) =

= 𝛼1 ·
𝑚∑︁
𝑗=1

𝑎𝑗 · 𝑥𝑗 + 𝛼2 ·
𝑚∑︁
𝑗=1

𝑏𝑗 · 𝑥𝑗 + 𝛼3 ·
𝑚∑︁
𝑗=1

𝑐𝑗 · 𝑥𝑗 + 𝛼4 ·
𝑚∑︁
𝑗=1

𝑑𝑗 · 𝑥𝑗 =

=
𝑚∑︁
𝑗=1

(𝛼1 · 𝑎𝑗 + 𝛼2 · 𝑏𝑗 + 𝛼3 · 𝑐𝑗 + 𝛼4 · 𝑑𝑗) · 𝑥𝑗 =
𝑚∑︁
𝑗=1

𝑤𝑗 · 𝑥𝑗

7. Then, using the «scipy.optimize» [12] library, the optimization problem is

solved and the resulting vector 𝑥 is determined.

8. The values of the corresponding criteria for the optimal sets of communities

at given significance coefficients are calculated.

9. The simulation results are recorded in comparison tables (see Figure 1.8 for

an example).

Figure 1.8: Example of a comparison table of modeling results
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1.3. Numerical modeling and analysis of results

To demonstrate the operation of the proposed approach and the possibility of

comparative analysis of the obtained results, we set the following input parameters:

1. Topics - «Automobiles, car owners», «Culinary, recipes», «Education». Num­

ber of objects in each theme: 124, 126, 103;

2. The time intervals are monthly, January through December;

3. Budget - from 1000 rubles to the maximum possible budget within the given

topics and months of the year with a step of 5000 rubles;

4. Customer preferences are given in vector form 𝛼 = {𝛼1, 𝛼2, 𝛼3, 𝛼4} and are

represented in table 1.1:

Table 1.1: Weighting coefficients for conducting sensitivity analysis for changes
in customer preferences

Part 1 Part 2 Part 3

𝛼1 𝛼2 𝛼3 𝛼4 𝛼1 𝛼2 𝛼3 𝛼4 𝛼1 𝛼2 𝛼3 𝛼4

1.0 0.0 0.0 0.0 0.05 0.85 0.05 0.05 0.1 0.1 0.1 0.7

0.0 1.0 0.0 0.0 0.05 0.05 0.85 0.05 0.67 0.11 0.11 0.11

0.0 0.0 1.0 0.0 0.05 0.05 0.05 0.85 0.11 0.67 0.11 0.11

0.0 0.0 0.0 1.0 0.82 0.06 0.06 0.06 0.11 0.11 0.67 0.11

0.25 0.25 0.25 0.25 0.06 0.82 0.06 0.06 0.11 0.11 0.11 0.67

0.97 0.01 0.01 0.01 0.06 0.06 0.82 0.06 0.64 0.12 0.12 0.12

0.01 0.97 0.01 0.01 0.06 0.82 0.06 0.82 0.12 0.64 0.12 0.12

0.01 0.01 0.97 0.01 0.79 0.07 0.07 0.07 0.12 0.12 0.64 0.12

0.01 0.01 0.01 0.97 0.07 0.79 0.07 0.07 0.12 0.12 0.12 0.64

0.94 0.02 0.02 0.02 0.07 0.07 0.79 0.07 0.61 0.13 0.13 0.13

0.02 0.94 0.02 0.02 0.07 0.07 0.07 0.79 0.13 0.61 0.13 0.13

0.02 0.02 0.94 0.02 0.76 0.08 0.08 0.08 0.13 0.13 0.61 0.13

0.02 0.02 0.02 0.94 0.08 0.76 0.08 0.08 0.13 0.13 0.13 0.61
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Continuation of table 1.1

0.91 0.03 0.03 0.03 0.08 0.08 0.76 0.08 0.58 0.14 0.14 0.14

0.03 0.91 0.03 0.03 0.08 0.08 0.08 0.76 0.14 0.58 0.14 0.14

0.03 0.03 0.91 0.03 0.73 0.09 0.09 0.09 0.14 0.14 0.58 0.14

0.03 0.03 0.03 0.91 0.09 0.73 0.09 0.09 0.14 0.14 0.14 0.58

0.88 0.04 0.04 0.04 0.09 0.09 0.73 0.09 0.55 0.15 0.15 0.15

0.04 0.88 0.04 0.04 0.09 0.09 0.09 0.73 0.15 0.55 0.15 0.15

0.04 0.04 0.88 0.04 0.7 0.1 0.1 0.1 0.15 0.15 0.55 0.15

0.04 0.04 0.04 0.88 0.1 0.7 0.1 0.1 0.15 0.15 0.15 0.55

0.85 0.05 0.05 0.05 0.1 0.1 0.7 0.1 – – – –

Such a number of variants of the vectors of weight coefficients is due to the

fact that a sensitivity analysis of the given system will be carried out in order to

form recommendations for decision makers depending on the budget, seasonality

and nomenclature of goods or services. Note that to assess the impact of changing

the values of criteria weights on the final result, the principle of selecting the main

criterion and further even distribution of the balance among the others is used. Let’s

move on to analyzing the simulation results.

Observation 1.1. The number of unique solutions does not exceed 30 percent

regardless of changes in the values of weighting coefficients and budget for the spec­

ified topics and months of the year (see fig. 1.9, 1.10, 1.11, 1.12). The table in

Figure 1.9 shows the maximum values of the percentage of unique solutions among

all possible budgets.

Figure 1.9: Maximum percentage of unique solutions among all budgets
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Figure 1.10: Dynamics of change in the percentage of unique solutions depending
on the budget for the topic: «Automobiles, Car Owners»

Figure 1.11: Dynamics of change in the percentage of unique solutions depending
on the budget for the theme: «Culinary, recipes»
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Figure 1.12: Dynamics of change in the percentage of unique solutions depending
on the budget for the subject: «Education»

Conclusion 1.1. The specifics of behavioral activity of social network users are

such that changing preferences by a third affects the process of forming a unique

solution.

Remark 1.1. The dynamics of changes in the percentage of unique decisions

from changes in the values of weighting coefficients by topics and months of the year

shows how active and different from each other the audience behaves in different

groups of the same topic, regardless of the selected criteria.

Indeed, on the presented graph (see Fig. 1.13) we can see that in different time

intervals as a result of the increased interest of network users in certain areas of

their life, due to the seasonality of demand for goods (or services) and the mani­

festation of other external factors, the probability of obtaining a unique set of sites

increases. This remark allows us to draw the following conclusion to substantiate

the recommendations on the formation of preferences.



43

Figure 1.13: Dynamics of change in the number of unique solutions by month of the
year by topic

Conclusion 1.2. The more diverse the community audience, the higher the

percentage of unique results with small changes in preferences.

Remark 1.2. Based on the data for 12 months, 3 themes and set budget values,

we notice that there is a differentiation in the sensitivity of the criteria.

This remark indicates that it is possible to adjust the preferences of the client

depending on the input parameters set by him, as well as to analyze the degree of

activity of the audience of sites.

Conclusion 1.3. The current market trends are such that different criteria

have different sensitivity to changes in preferences (weighting values) regardless of

topics, budget and month of the year (see fig. 1.14, 1.15, 1.16, 1.17).
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Figure 1.14: Dynamics of the percentage of unique solutions by themes and months
of the year depending on the criterion
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Figure 1.15: Dynamics of change in the number of unique solutions by criteria
depending on the budget. Subject: «Automobiles, car owners»

Figure 1.16: Dynamics of change in the number of unique solutions by criteria
depending on the budget. Subject matter: «Culinary, recipes»
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Figure 1.17: Dynamics of change in the number of unique solutions by criteria
depending on the budget. Subject: «Education»

1.4. Conclusions to the first chapter

This chapter is devoted to the development of an optimization model, which is

a tool for consulting on the correction of the initial preferences of the customer,

taking into account the current dynamics of changes in the key characteristics of the

selected product range on the market.

The chapter formulates problem statements for modeling the process of infor­

mation dissemination in MCM using optimization methods. The services providing

social network data are analyzed. Algorithms for processing statistical data on user

activity of information sites in the task of information dissemination in MCM are

developed and implanted. An architecture is proposed and an optimization model

with visualization is implemented programmatically, which allows to form a set of so­

cial network communities with recommendations on information placement in them.

Numerical simulation and sensitivity analysis of criteria in the problem of multi-cri­

teria optimization are carried out, which showed that there is a differentiation of

criteria sensitivity regardless of the nomenclature of goods, budget and time period
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on the example of the market of goods-services in the digital environment. It is

shown that the specifics of behavioral activity of social network users are such that

the change of preferences in the multicriteria optimization problem by one third

affects the process of forming a unique scenario of information dissemination.
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Chapter 2.

Modeling of site sets in the task of information

dissemination based on machine learning methods

2.1. Problem statement and description

Cluster analysis methods are referred to the section of machine learning without a

teacher, because the system under test is trained to perform the task without the

experimenter’s intervention, which is a type of cybernetic experiment. This

approach allows solving problems when descriptions of a set of objects are known

and it is necessary to discover internal interrelationships or regularities between

objects (see Fig. 2.1).

Figure 2.1: An example of how cluster analysis methods work

In the modern world, machine learning and artificial intelligence methods are

becoming more and more widespread and in demand. The practical significance of

the application of these methods lies in the possibility of creating more effective

and innovative solutions in various fields. This chapter considers the problem of

information dissemination in QMS using cluster analysis and optimization

methods. To demonstrate the work of the proposed approach to modeling the

process of information dissemination, one of such areas is taken — marketing,

namely the task of dividing the set of all customers into clusters to identify typical
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preferences. In this research, the problem will be formulated differently, but its

essence remains unchanged [70].

The chapter proposes a comprehensive model of information dissemination in

the MCM, which forms a set of social network communities based on the given

input parameters. The application of this approach will automate the process of

management decision-making in this task, as well as reduce the time and financial

costs of conducting relevant activities on the Internet. The proposed model takes

into account the peculiarities of behavioral activity of the audience of each

community, which contributes to maximizing the key indicators of feedback when

placing paid ads. The use of mathematical statistics methods allows the DM to

comprehensively evaluate the modeled scenarios of information promotion and

effectively make operational and strategic decisions on the allocation of a limited

amount of resources.

The solution presented in this paper allows us to model a set of communities

with small budgets, taking into account the importance of the criteria formulated

by the customer and the peculiarities of the behavioral activity of the audience.

The relevance of using the proposed approach to automate the processes occurring

in complex organizational systems is determined by the need to optimize the

process of making managerial decisions in the field of communication technologies

in the conditions of increasing volume of disseminated information. It should be

noted that the development of such applied tools will make it possible to model

processes in the field of economics and management, sociology and political science.

This chapter will discuss heuristic methods for solving the problem of

determining the set of information dissemination sites in a MCM, as well as for

dimensionality reduction in an optimization problem.

Cluster Analysis Task

Meaningful formulation of the problem: A client needs to create an image of his

company in social media within a certain budget. The client wants to conduct

advertising activities in such a way that as many web users as possible learn about

his company. It is required to maximize the number of views of the published
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advertising record for a given topic, time period and budget. Note that one and

the same advertising record can be published in several communities, and also the

advertising record can be edited separately for each selected community taking

into account the peculiarities of its audience.

Formal formulation of the problem: we use the notations introduced on page

21. We need to define such a cluster (set of communities) 𝑈𝑗 from the partition

{𝑈𝛼}𝛼∈Θ of the set 𝑋, where Θ ⊆ 𝑀 — some set of cluster indices, using the given

clustering methods and their hyperparameters, so that it maximizes a given target

index of 𝑗-th cluster in a given month of year 𝑡 — 𝐶𝑗(𝑡) =
∑︀𝑟𝑗

𝑘=1 𝑐𝑘, 𝑐𝑘(𝑡) > 0 —

the value of the target index in 𝑘-th community, under the budget constraint

𝐵𝑗 =
∑︀𝑟𝑗

𝑘=1 𝑏𝑘 ≤ 𝑃 , 𝑏𝑘 > 0 — the cost of posting an entry in 𝑘-th community,

𝑗 ∈ Θ, 𝑟𝑗 — the number of communities in 𝑗 cluster.

Optimization problem with preliminary clustering

Meaningful formulation of the integer linear programming problem: a client needs

to increase the volume of products it sells within a certain budget. The client

wants to run an advertising campaign in such a way that as many web users as

possible learn about his product. It is required to maximize the total number of

views of the published advertising records for a given topic, time period, target

parameter and budget. Note that the same advertisement record can be published

in several communities, and also the advertisement record can be edited separately

for each selected community taking into account the peculiarities of its audience.

Mathematical formulation of the integer linear programming problem: we use

the notations introduced on pages 21, 53. We need to determine such a

combination of clusters (community sets) {𝑈𝑗}𝑠𝑗=1, 1 ≤ 𝑠 ≤ |Θ|, from the

partitioning {𝑈𝛼}𝛼∈Θ of the set 𝑋, where Θ ⊆ 𝑀 — some set of cluster indices,

using the given clustering methods and their hyperparameters, which will achieve

the maximum value of the given target index
∑︀𝑠

𝑗=1𝐶𝑗 for a given combination of

clusters, under the constraint
∑︀𝑠

𝑗=1𝐵𝑗 ≤ 𝑃 , 𝑗 ∈ Θ. The solution of the problem is

represented by defining a set of clusters 𝑈 = (𝑈1, . . . ,𝑈|Θ|) that satisfies the

following requirements:
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𝑓(𝑈𝛼) =
∑︁
𝛼∈Θ

𝐶𝛼 · 𝑈𝛼 → 𝑚𝑎𝑥,

∑︁
𝛼∈Θ

𝐵𝛼 · 𝑈𝛼 ≤ 𝑃,

𝑈𝛼 ∈ {0; 1}, 𝛼 ∈ Θ.

Meaningful formulation of the multi-objective optimization problem: a client

needs to carry out brand positioning within a certain budget. The client wants to

conduct promotional activities in such a way that as many online users as possible

learn about their product. However, the client prefers communities in which people

leave feedback in comments under the entries, as well as actively share community

entries on their personal page. Therefore, it is required to maximize the number of

comments and "share" marks on the published advertising record for a given topic,

time period and budget, and possibly the presence of a portrait of the target

audience. Thus, for the client two indicators are in equilibrium, the values of which

we will maximize. Note that one and the same advertising record can be published

in several communities, as well as the advertising record can be edited separately

for each selected community, taking into account the characteristics of its audience.

Mathematical formulation of the multi-objective optimization problem: To the

notations introduced on pages 21, 53, 54 we add 4 criteria defined by functions:

𝑓1(𝑈𝛼), 𝑓2(𝑈𝛼), 𝑓3(𝑈𝛼), 𝑓4(𝑈𝛼) and set the values of the corresponding criteria in

the 𝑗-th cluster for the average record in a given month of year 𝑡 — 𝐴𝑗(𝑡), 𝐵𝑗(𝑡),

𝐶𝑗(𝑡), 𝐷𝑗(𝑡), where 𝐴𝑗(𝑡) =
∑︀𝑟𝑗

𝑘=1 𝑎𝑘, 𝐵𝑗(𝑡) =
∑︀𝑟𝑗

𝑘=1 𝑏𝑘, 𝐶𝑗(𝑡) =
∑︀𝑟𝑗

𝑘=1 𝑐𝑘,

𝐷𝑗(𝑡) =
∑︀𝑟𝑗

𝑘=1 𝑑𝑘, and 𝑎𝑘(𝑡) > 0, 𝑏𝑘(𝑡) > 0, 𝑐𝑘(𝑡) > 0, 𝑑𝑘(𝑡) > 0; let us redefine the

cost of placing an advertising record in 𝑗-th cluster (set of communities) —

𝐺𝑗 =
∑︀𝑟𝑗

𝑗=1 𝑔𝑘, where 𝑔𝑘 > 0 — the cost of an advertising record in 𝑘-th

community. The solution to the problem is represented by defining a set of clusters

𝑈 = (𝑈1, . . . ,𝑈|Θ|) that satisfies the following requirements:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝑓1(𝑈𝛼) =
∑︀

𝛼∈Θ𝐴𝛼 · 𝑈𝛼 → 𝑚𝑎𝑥,

𝑓2(𝑈𝛼) =
∑︀

𝛼∈Θ𝐵𝛼 · 𝑈𝛼 → 𝑚𝑎𝑥,

𝑓3(𝑈𝛼) =
∑︀

𝛼∈Θ𝐶𝛼 · 𝑈𝛼 → 𝑚𝑎𝑥,

𝑓4(𝑈𝛼) =
∑︀

𝛼∈Θ𝐷𝛼 · 𝑈𝛼 → 𝑚𝑎𝑥,∑︀
𝛼∈Θ𝐺𝛼 · 𝑈𝛼 ≤ 𝑃,

𝑈𝛼 ∈ {0; 1}, 𝛼 ∈ Θ.

(2.1.1)

Using the method of convolution of criteria, transform the system (2.1.1):

𝑓(𝑈𝛼) = 𝛽1 · 𝑓1(𝑈𝛼) + 𝛽2 · 𝑓2(𝑈𝛼) + 𝛽3 · 𝑓3(𝑈𝛼) + 𝛽4 · 𝑓4(𝑈𝛼) =

= 𝛽1 ·
∑︁
𝛼∈Θ

𝐴𝛼 · 𝑈𝛼 + 𝛽2 ·
∑︁
𝛼∈Θ

𝐵𝛼 · 𝑈𝛼 + 𝛽3 ·
∑︁
𝛼∈Θ

𝐶𝛼 · 𝑈𝛼+

+𝛽4 ·
∑︁
𝛼∈Θ

𝐷𝛼 · 𝑈𝛼 =
∑︁
𝛼∈Θ

(𝛽1 · 𝐴𝛼 + 𝛽2 ·𝐵𝛼 + 𝛽3 · 𝐶𝛼 + 𝛽4 ·𝐷𝛼) · 𝑈𝛼 =

=
∑︁
𝛼∈Θ

𝑊𝛼 · 𝑈𝛼.

Applying the above linear transformations to (2.1.1), we obtain a system of the

form:

𝑓(𝑈𝛼) =
∑︁
𝛼∈Θ

𝑊𝛼 · 𝑈𝛼 → 𝑚𝑎𝑥,

∑︁
𝛼∈Θ

𝐺𝛼 · 𝑈𝛼 ≤ 𝑃,

𝑈𝛼 ∈ {0; 1}, 𝛼 ∈ Θ.

where 𝑊𝛼 = 𝛽1 · 𝐴𝛼 + 𝛽2 ·𝐵𝛼 + 𝛽3 · 𝐶𝛼 + 𝛽4 ·𝐷𝛼 – this is a measure of total

publication activity for the selected time period; 𝛽 = {𝛽1, 𝛽2, 𝛽3, 𝛽4} – the criteria

weights or customer preferences.
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2.2. Complex model using cluster analysis methods

The architecture of the model is represented as a block diagram in Figure 2.2 and

is implemented using five main functional blocks:

1. Data preprocessing;

2. Data processing;

3. Generating recommendations for the publication of advertising records;

4. Partitioning construction (object clustering);

5. Optimization.

The clustering problem formulated in paragraph 2.1 differs from the

dimensionality reduction problem by the presence or absence of an optimization

block. This can be verified by studying the scheme shown in Figure 2.2.

Figure 2.2: Model architecture using cluster analysis and optimization techniques
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Let’s consider each of the stages in more detail. Note that «Data preprocessing

process (cyclic algorithm for processing selected data types)», «Data processing

process», «Recommendations formation process» were described in Chapter 1.

2.2.1. Methods of selection and feature extraction

In this paper, both feature selection and feature extraction methods are applied

to implement the feature space compression procedure.

Feature selection is a procedure for evaluating the significance of certain features

using statistical methods and, among others, machine learning algorithms in order

to form a feature space of lower dimensionality. Feature selection is used for four

reasons:

� to «simplify» the model and make the results more interpretable;

� to shorten the learning curve;

� to avoid the «curse» of dimensionality;

� to improve the generalizability of the model and combat overfitting.

The purpose of applying feature selection techniques is to remove redundant

data or insignificant features without significant loss of information. «Insignificance

and redundancy are different concepts, this is because one significant feature may be

redundant in the presence of another significant feature that is highly correlated with

it. The choice of an appropriate feature selection method depends on the specifics

of the problem and the available data.

Feature extraction, unlike the selection procedure, aims to generate new features

as a function of the original features, while the result of the selection procedure is a

subset of features.

There are sufficient number of algorithms suitable for various application prob­

lems and data analysis. In this study, feature selection and feature extraction meth­

ods will be used for the task of teacherless learning. In the developed model, feature

selection methods are represented as functions (see Figure 2.3). It should also be
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noted that some algorithms return a single feature vector, while others return one

or more. Multi-cluster feature selection methods in teacherless machine learning

tasks are an effective approach to reduce the dimensionality of the data and extract

the most informative features. These methods are based on the idea of grouping

features into several clusters, which allows to reveal the structure of the data and

identify the most significant features for each cluster.

Figure 2.3: Scheme of implementation of selection and feature extraction

Let’s take a closer look at the methods used:

1. Dispersion: It has been shown that estimating the variance of a feature can

be an effective way of selecting features. Typically, features with near-zero

variance are not significant and can be removed [50].

2. Mean absolute difference: the average absolute difference between the values

of a trait and its mean value is calculated. Higher values tend to have higher

predictive power [85].

𝑀𝐴𝐷𝑖 =
1

𝑛
×

𝑛∑︁
𝑗=1

|𝑋𝑖𝑗 −𝑋𝑖|

3. Ratio of dispersions: arithmetic mean divided by geometric mean. Higher

dispersion corresponds to more relevant features [85].
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𝐴𝑀𝑖 = 𝑋 =
1

𝑛
×

𝑛∑︁
𝑗=1

𝑋𝑖𝑗

𝐺𝑀𝑖 =
𝑛∏︁

𝑗=1

𝑋𝑖𝑗

Since 𝐴𝑀𝑖 ≥ 𝐺𝑀𝑖 is satisfied if and only if 𝑋𝑖1 = 𝑋𝑖2 = ... = 𝑋𝑖𝑛, conse­

quently:

𝑅𝑖 =
𝐴𝑀𝑖

𝐺𝑀𝑖
∈ [1,+∞)

4. Laplace estimation: based on the observation that data from the same class

are often closer together, so it is possible to assess the importance of a feature

by its ability to reflect this proximity. The method consists of embedding the

data in a nearest neighbor graph by measuring an arbitrary distance and then

computing a matrix of weights. Then for each feature we calculate Laplace

criterion and obtain the property that the smallest values correspond to the

most important dimensions [102].

5. Multi-cluster feature selection: features are selected to best preserve the mul­

ti-cluster structure of the data. The number of clusters was set from 2 to the

maximum number of features in increments of 5 percent of the total number

of features. Out of all the resulting variants of feature sets, three unique ones

were selected [98].

6. Principal component method: is an algebraic method of transforming a set

of observations, possibly correlated variables, into a set of values of linear

uncorrelated variables [55].

Thus, feature selection methods in teacherless machine learning tasks play an

important role in data processing, allowing us to focus on the most relevant aspects

and improve the quality of subsequent analysis without the need for expert data

partitioning.
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Let us present the results of the first five feature selection methods (see Fig. 2.4,

2.5, 2.6 , 2.7 , 2.8).

Figure 2.4: Result of applying the method: «Dispersion»

Figure 2.5: Result of the method application: «Average absolute difference»
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Figure 2.6: Result of the method: «Ratio of dispersions»

Figure 2.7: Result of the method application: «Laplace estimation»
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(a) For the parameter n_clusters = 2

(b) For the parameter n_clusters = 171

(c) For the parameter n_clusters = 678

Figure 2.8: Method result: «Multicluster feature selection»



60

The peculiarity of the implementation of the first five methods is that the control

values for each feature were calculated, and then the mean was calculated and the

features that took control values above the mean were selected. Thus, we obtained 7

sets of the most significant features for methods 1-5. Then these sets are fed into the

clustering model, training takes place, selection of the best hyperparameters of the

clustering models according to the external criterion of the quality of the obtained

partitions.

It should be noted that the basic set of significant characteristics are: «Topic_id»>,

«Age of TA», «% Offline more than a month», «IPA per day (for a year)», «ER

View_year», «Gender (M/W)», «Subscribers». Removing redundant attributes al­

lows for a better understanding of the data, as well as reducing model setup time,

improving model accuracy, and making the results easier to interpret. Sometimes

this task may even be the most significant one, for example, finding the optimal set

of features can help decipher the mechanisms underlying the problem under study.

Principal Component Method — one of the main ways to reduce the dimension­

ality of data while losing the least amount of information. Mathematically, the

principal component method is an orthogonal linear transformation that maps data

from the original feature space into a new feature space of lower dimensionality.

The goal of the principal component method is to construct a new feature space of

lower dimensionality, with the variance between the axes redistributed in a way that

maximizes the variance of each axis. To do this, a sequence of the following steps is

performed:

� The total variance of the original feature space is calculated. This cannot be

done by simply summarizing the variance of each variable, because in most

cases they are not independent. Therefore, it is necessary to summarize the

mutual dispersions of the variables, which are determined from the covariance

matrix.

� The eigenvectors and eigenvalues of the covariance matrix, which determine

the directions of the principal components and the magnitude of the associated

variance, are calculated.
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� Dimensionality reduction is performed. The diagonal elements of the covari­

ance matrix show the variance in the original coordinate system, while its

eigenvalues show the variance in the new coordinate system. Then, dividing

the variance associated with each principal component by the sum of the vari­

ances of all components, we obtain the fraction of variance associated with

each component. After that, we discard so many principal components that

the share of the remaining ones is 80-90%.

A significant disadvantage of using this method to implement the feature extrac­

tion procedure is the impossibility of meaningful interpretation of the components,

since they "absorb" the variance from several original variables. In addition, it is

necessary to check all or most of the principal components, i.e., if in the previous

methods we obtained a set of features, which we fed into the clustering model and

then determined the best hyperparameters and some set of communities according

to an external criterion, then here, it is necessary to analyze the clustering results

for 2,3,4,5,...,𝑛 principal components, where 𝑛 is the total number of features, and

select the best value to obtain the optimal result according to the external crite­

rion. As a consequence, this method requires a separate software implementation

architecture from the previous ones.

2.2.2. Cluster analysis methods and partitioning quality metrics

Data clustering is one of the key tools of machine learning whose main goal

is to group objects based on their similarity, so that objects in one group (clus­

ter) are more similar to each other than to objects in other groups. This method

finds wide application in various fields such as bioinformatics, financial analytics,

image processing and many others. There are several major data clustering methods

including hierarchical methods (agglomerative and divisional clustering), k-means

method, DBSCAN method, spectral clustering methods and many others. Each of

these methods has its own advantages and disadvantages, and the choice of a partic­

ular method depends on the characteristics of the original data, the objectives set

and the required interpretability of the results. The results of cluster analysis can
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be used to identify groups of similar objects, create audience segmentation, identify

behavior patterns, and many other applied tasks. To conduct this research, several

clustering methods were considered (see Fig. 2.9), and their applicability for solving

the formulated tasks was analyzed using different methods of feature selection.

Figure 2.9: Cluster analysis methods

In this section, the cluster analysis methods will be presented in the form of a

table 2.1 with a description of the specified hyperparameters and intervals of their

values. Note that such a number of selected clustering methods is justified by the

comparative analysis in the considered applied problem. Let us proceed to the

consideration of cluster analysis methods [48].
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Table 2.1: Cluster analysis methods

№ Clustering

method

Hyperparameters Hyperparameter values

1
«Agglomerative

clustering»

«n_clusters» from 2 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

«linkage» [«complete»; «average»,

«single»]

2 «Ward» «n_clusters» from 2 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

3 «K-Means» «n_clusters» from 2 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

4 «MiniBatch

K-Means»

«n_clusters» from 2 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

5 «Affinity prop­

agation»

«damping» from 0.5 to 0.95 with

step 0.05

6 «Mean-shift» - -

7
«Spectral clus­

tering»

«n_clusters» from 2 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

«gamma» [10−2; 10−1; 1; 101; 102]
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Continuation of table 2.1

8
«DBSCAN» «eps» from 0.1 to 0.9 with

step 0.2

«min_samples» from 5 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

9 «OPTICS» «min_samples» from 2 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

10
«Gaussian mix­

tures»

«n_components» from 2 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

«covariance_type» [«full»; «tied»; «diag»;

«spherical»]

11
«BIRCH» «n_clusters» from 2 to (𝑛 − 1) with

step (0.1×𝑛), where 𝑛 -

is the number of objects

in a given set

«threshold» from 0.1 to 0.9 with

step 0.2

In the following, we present measures for assessing the quality of the resulting

partitions, relying only directly on the structure of the clusters, without using ex­

ternal information. The problem of quality assessment in the clustering problem

is intractable for at least two reasons: 1) Kleinberg’s impossibility theorem [105] –

there is no optimal clustering algorithm; 2) Many clustering algorithms are unable

to determine the true number of clusters in the data, most often the number of

clusters is given as an input to the algorithm and is picked up by several runs of
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the algorithm. Therefore, this paper considers several quality metrics of the result­

ing partitions [49] as a result of clustering algorithms for comparative analysis of

numerical simulation results:

� Index «Silhouette».

The silhouette value indicates how similar an object is to its cluster compared

to other clusters [108]. Score for the entire cluster structure:

𝑆𝑖𝑙(𝐶) =
1

𝑁
·
∑︁
𝑐𝑘∈𝐶

∑︁
𝑥𝑖∈𝑐𝑘

𝑏(𝑥𝑖,𝑐𝑘)− 𝑎(𝑥𝑖,𝑐𝑘)

𝑚𝑎𝑥{𝑎(𝑥𝑖,𝑐𝑘); 𝑏(𝑥𝑖,𝑐𝑘)}
,

where: 𝑎(𝑥𝑖,𝑐𝑘) = 1
|𝑐𝑘| ·

∑︀
𝑥𝑖∈𝑐𝑘 ‖𝑥𝑖 − 𝑥𝑗‖ - average distance from 𝑥𝑖 ∈ 𝑐𝑘 to

other objects in the cluster 𝑐𝑘 (compactness);

𝑏(𝑥𝑖,𝑐𝑘) = 𝑚𝑖𝑛𝑐𝑙∈𝐶∖𝑐𝑘{ 1
|𝑐𝑙| ·

∑︀
𝑥𝑗∈𝑐𝑙 ‖𝑥𝑖 − 𝑥𝑗‖} - average distance from 𝑥𝑖 ∈ 𝑐𝑘

to objects from another cluster 𝑐𝑙 : 𝑘 ̸= 𝑙 (separability).

The closer this score is to 1, the better it is.

� Index «Calinski–Harabasz».

Compactness is based on the distance from cluster points to their centroids,

and separability is based on the distance from the centroids of clusters to the

global centroid [99]. Represents the ratio of the mean of the variance between

clusters to the variance within a cluster. For a dataset 𝐸 of size 𝑛𝐸 that has

been partitioned into 𝑘 clusters:

𝐶𝐻 =
𝑡𝑟(𝐵𝑘)

𝑡𝑟(𝑊𝑘)
× 𝑛𝐸 − 𝑘

𝑘 − 1
,

where: 𝑊𝑘 =
∑︀𝑘

𝑞=1

∑︀
𝑥∈𝐶𝑞

(𝑥− 𝑐𝑞) · (𝑥− 𝑐𝑞)
𝑇 - inter-cluster variance matrix;

𝐵𝑘 =
∑︀𝑘

𝑞=1𝑛𝑞 · (𝑐𝑞 − 𝑐𝐸) · (𝑐𝑞 − 𝑐𝐸)
𝑇 - intracluster dispersion matrix; 𝐶𝑞 - set

of cluster objects 𝑞; 𝑐𝑞 - cluster center 𝑞; 𝑐𝐸 - center 𝐸; 𝑛𝑞 - number of objects

in the cluster 𝑞.

The higher the value, the better the clustering is done.
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� Index «Davies–Bouldin Index».

This is perhaps one of the most used measures of clustering quality [100]. It

computes compactness as the distance from cluster objects to their centroids,

and separability as the distance between centroids. That is, it shows the

average "similarity" of clusters: the distance between them is compared to

their size.

𝐷𝐵 =
1

𝑘
·

𝑘∑︁
𝑖=1

𝑚𝑎𝑥𝑖̸=𝑗{𝑅𝑖𝑗},

where: 𝑅𝑖𝑗 =
𝑠𝑖+𝑠𝑗
𝑑𝑖𝑗

- cluster similarity measure 𝑖 и 𝑗, 𝑠𝑖 - average distance

between each point in the cluster 𝑖 and the centroid of this cluster, i.e. the

diameter of 𝑖-th cluster; 𝑑𝑖𝑗 - distance between cluster centroids 𝑖 and 𝑗.

The smaller the value, the better the clustering is done.

2.2.3. Description and implementation of a complex model

Complex mathematical models are widely used in science, engineering, economics

and other fields to analyze, predict and optimize various systems. They allow re­

searchers and specialists to gain a deep understanding of system behavior under

different conditions, conduct numerical experiments and simulate scenarios. The

use of complex mathematical models allows the DM to make informed decisions,

optimize processes and improve the overall system performance. Using a complex

model with machine learning techniques, managers can analyze large amounts of

data, identify hidden dependencies and optimize decision-making strategies. Such

models are able to take into account multiple variables and factors, allowing for

more accurate and informed management decisions.

The developed complex model is implemented as follows: the input of the func­

tion implementing the clustering method is given data: for training, for recommen­

dations, topics, target, client’s budget, month of the year. Then the following items

are performed:
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1. Formation of a subset of objects of the specified topics.

2. The starting budget, step and maximum possible budget are defined for it.

Since the data is limited, it is necessary to determine the largest possible

client budget for each set of topics.

3. Tables are created to record the results of the simulation.

4. Nested loops are executed for a given budget, target, topics, month of the

year, and one of the normalized training datasets.

5. In the loop body, the function that implements cluster analysis methods is

called. It calls functions from the «Formation of recommendations» block.

6. Vectors of hyperparameter values of the clustering method are set and nested

loops are run.

7. A clustering method is performed and some partitioning

{𝑈𝛼}𝛼∈Θ of the set 𝑋 is obtained.

8. The quality metrics of the partitioning are computed.

9. For each cluster, the total cost of record placement is calculated and those

clusters whose cost does not exceed the client’s specified budget are selected:

{𝐺𝛼 | 𝐺𝛼 ≤ 𝑃, 𝛼 ∈ Θ}.

10. Next, depending on the approach is performed:

� if it is the task of determining the best cluster among the obtained par­

titions, then for each cluster the total value of the target indicator 𝐶𝑗(𝑡)

is calculated, the maximum of 𝐶𝑗(𝑡) is calculated and the best cluster is

determined in this way;

� If it is a multicriteria optimization problem with preliminary clustering,

then, as in Chapter 1, in order to optimize the running time of algorithms

solving the set problems, it was decided to implement a single function
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that solves both the multicriteria optimization problem and the integer

linear programming problem.

� then using «scipy.optimize» [12] library the optimization problem is solved

and the resulting vector is determined 𝑈 .

� values of corresponding criteria for optimal combinations of clusters at a

given matrix of weighting coefficients are calculated.

11. The simulation results are recorded in comparative tables.

Thus, the proposed comprehensive model based on machine learning and op­

timization techniques is an integrated approach to data analysis and modeling of

information dissemination scenarios in MCM for management decision making. This

model combines machine learning algorithms with an integrated view of a system

or process to provide a deep understanding of the relationships and patterns in the

data. Applying complex models with machine learning and optimization techniques

in management activities can improve decision making, minimize risk, and enhance

strategic planning based on data and analytics.

2.3. Numerical modeling and comparative analysis of results

To demonstrate the operation of the proposed approach and the possibility of

comparative analysis of the obtained results, we set the following input parameters:

1. Topics – «Automobiles, car owners», «Culinary, recipes», «Education».

Number of objects in each theme: 124, 126, 103;

2. Time intervals – monthly, January, May, September, December;

3. Budget – from 1000 rubles to the maximum possible budget within the given

topics and months of the year with a step of 5000 rubles;

4. Customer preferences are given in vector form 𝛽 = {𝛽1, 𝛽2, 𝛽3, 𝛽4} and are

presented in the table below 2.2:
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Table 2.2: Weighting factors for modeling

𝛽1 𝛽2 𝛽3 𝛽4

1.0 0.0 0.0 0.0

0.0 1.0 0.0 0.0

0.0 0.0 1.0 0.0

0.0 0.0 0.0 1.0

0.25 0.25 0.25 0.25

Note that the parameters specified in item 4 will be used only when solving the

optimization problem with preliminary markup of objects, and such a number of

variants of vectors of weight coefficients is explained by the need to demonstrate

the possibility of obtaining different solutions when changing preferences.

For program realization we used Python programming language, PyCharm

development environment, as well as corresponding libraries: Pandas, Numpy,

Datetime, Scikit-learn, Math, SciPy, Matplotlib, Glob. It is important to note that

the components of the complex model have been programmatically implemented

and the corresponding computer programs have been registered with FIPS [80, 82].

It should also be pointed out that this complex model has been designed in the

form of separate blocks and functions in such a way that it allows the researcher, if

external failures occur during the simulation, to seamlessly continue it from the

point where it was interrupted. There are four such blocks in total:

� Block 1: clustering using interpretable feature selection methods.

� Block 2: clustering using principal component method to compress the

feature space.

� Block 3: Pre-clustering using interpretable feature selection methods in an

optimization problem.

� Block 4: Pre-clustering using principal component method to compress the

feature space in an optimization problem.



70

As a consequence, the formulation of conclusions based on the modeling results

will be based on the type of observations. Let us proceed to their consideration

and analysis.

Conclusion 2.1. The obtained solutions show a decrease in the number of

clusters with increasing budget when applying cluster analysis methods regardless of

the selected topics, target parameters and months of the year (see Fig. 2.10, 2.11).

This conclusion allows us to conclude that when the budget increases, it is

necessary to decrease the values of the «n_clusters» hyperparameter in order to

reduce the training time in the corresponding clustering methods. This is

explained by the procedure of selecting the best cluster among the resulting

partitioning at given hyperparameters of the method described in paragraph 2.2.

Figure 2.10: Dynamics of change in the number of clusters depending on the budget.
Block 1
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Figure 2.11: Dynamics of change in the number of clusters depending on the budget.
Block 2

Conclusion 2.2. When applying optimization methods with preliminary

clustering, the change in the number of clusters with increasing budget occurs, if at

all, then by some small value regardless of the selected topics, target parameters,

budget and months of the year (see Fig. 2.12, 2.13).

It should be noted that when performing the procedure of preliminary object

partitioning, some cluster analysis methods work in such a way that the

dimensionality reduction in the linear programming problem is up to 25− 30%,

while others reduce the number of variables by 70% and more. This can be

explained by different principles of set partitioning in the considered clustering

methods. In addition, this conclusion allows us to conclude that there is a

possibility to reduce the training time by setting limits for the values of the

«n_clusters» hyperparameter in the corresponding algorithms.
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Figure 2.12: Dynamics of change in the number of clusters depending on the budget.
Block 3

Figure 2.13: Dynamics of change in the number of clusters depending on the budget.
Block 4

Conclusion 2.3. The dynamics of change in the number of objects in the

obtained solutions is such that, other things being equal, it is increasing with
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increasing budget, regardless of the applied mathematical toolkit, selected topics,

target parameters and months of the year (see Fig. 2.14, 2.15, 2.16, 2.17).

This conclusion is logical, because with an increase in budget there is an

opportunity to place the publication in a greater number of social network sites.

However, when applying the methods of cluster analysis and the presence of

communities in a given topic, which have a ratio of the unit of invested money to

the quantitative indicators of audience feedback higher than others, we can get

that when increasing the budget, from some of its values, the number of objects in

the resulting solutions will be a non-increasing value. This is rare when using the

optimization approach and is also a consequence of the procedure of selecting the

best clusters among the resulting partitioning.

Figure 2.14: Dynamics of change in the number of objects depending on the budget.
Block 1
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Figure 2.15: Dynamics of change in the number of objects depending on the budget.
Block 2

Figure 2.16: Dynamics of change in the number of objects depending on the budget.
Block 3
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Figure 2.17: Dynamics of change in the number of objects depending on the budget.
Block 4

In addition, the developed tool allows providing the client with the right to

choose scenarios with different number of communities to publish an advertising

record, and researchers to determine causal relationships between the obtained

results and the application of appropriate cluster analysis methods.

Remark 2.1. Analyzing the dynamics of changes in the maximum values of

the target parameter, we can identify a number of clustering methods that give the

best solution regardless of the applied mathematical toolkit, selected topics, target

parameters, budget and months of the year (see Fig. 2.18, 2.19, 2.20, 2.21).

This remark indicates that there is an opportunity to determine which methods

of cluster analysis should be used to obtain the maximum values of the target

parameter in different scenarios of information promotion, to reduce the time of

their formation, as well as to formulate recommendations for the client on the

feasibility of setting a certain value of the budget.
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Figure 2.18: Dynamics of changes in the values of the target parameter depending
on the budget. Block 1

Figure 2.19: Dynamics of changes in the values of the target parameter depending
on the budget. Block 2
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Figure 2.20: Dynamics of changes in the values of the target parameter depending
on the budget. Block 3

Figure 2.21: Dynamics of changes in the values of the target parameter depending
on the budget. Block 4

Remark 2.2. The dynamics of the values of the quality metrics shows that it

is possible to select the best methods to reduce the dimensionality of the feature
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space for the corresponding clustering methods and input parameters (see Fig.

2.22, 2.23, 2.24).

Since there are several ways to assess the quality of partitioning, this study has

considered the main ones for the teacherless learning partition. It should be noted

that the proposed approach for the solution of the set tasks will allow us to

formulate conclusions about separability and density of the obtained partitions. In

addition, it will be possible to determine in the first case, the best interpretable

method of feature selection, in the second case, the necessary number of principal

components for the used methods of cluster analysis, which may have a positive

impact on reducing the time of obtaining different scenarios of information

promotion in mass communication.

(a) Block 1 (b) Block 2

(c) Block 3 (d) Block 4

Figure 2.22: Dynamics of change in the values of the «Kalinski-Harabash» index
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(a) Block 1 (b) Block 2

(c) Block 3 (d) Block 4.

Figure 2.23: Dynamics of change in the values of the «Davis-Bouldin» index

(a) Block 1 (b) Block 2

(c) Block 3 (d) Block 4

Figure 2.24: Dynamics of change in values of the «Silhouette» index

Remark 2.3. The dynamics of changing the values of the target parameter

depending on the budget shows that it is possible to determine the best clustering

methods for appropriate ways of feature selection and input parameters (see Fig.

2.25, 2.26).
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Figure 2.25: Dynamics of changes in the values of the target parameter depending
on the budget. Block 1

Figure 2.26: Dynamics of changes in the values of the target parameter depending
on the budget. Block 3

Note that this remark will reduce the time for model training by sampling

certain cluster analysis methods under different task conditions.

Remark 2.4. The dynamics of changing the number of principal components

depending on the budget is such that it allows us to limit the array of values for
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compressing the feature space with appropriate input parameters(see Fig. 2.27,

2.28).

Each column in the above diagrams is the number of principal components,

which corresponds to the best, in quantitative terms, numerical result for the given

parameters and used methods of cluster analysis. Thus, the analysis of these visual

representations of the simulation results will allow us to hypothesize the limitation

of the values of the principal components to form a solution with some accuracy.

In addition, it will allow to determine the best values for hyperparameters of

clustering methods, as well as significantly reduce the simulation time.

Figure 2.27: Evolution of the number of principal components from the budget.
Block 2
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Figure 2.28: Evolution of the number of principal components from the budget.
Block 4

2.4. Conclusions to the second chapter

The chapter formulates problem statements for modeling the process of infor­

mation dissemination in MCM using machine learning and optimization methods

with preliminary clustering to solve the problem of dimensionality reduction and

time reduction of information dissemination scenarios formation. The architecture

is proposed and a complex model with visualization is implemented programmati­

cally, allowing to form a set of social network communities with recommendations

on information placement in them. The methods of selection and feature extraction

for the tasks of learning without a teacher are considered, the results of application

of the mentioned methods are given. The methods of cluster analysis are considered

and their hyperparameters are specified, and metrics for evaluating the quality of the

obtained partitions are given. The software implementation of the complex model

blocks is described. Training of clustering models and comparative analysis of mod­

eling results are carried out, which showed that the application of cluster analysis

methods allows solving the problem of dimensionality reduction in the optimization
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problem, which reduced the time of formation of information dissemination scenar­

ios. The application of the developed software components allows to correct user

preferences by adjusting hyperparameters of machine learning methods. The analy­

sis of the importance of features allowed us to determine the basic set of significant

characteristics of objects by selected methods of feature space compression.

Thus, the developed complex model with machine learning methods is a tool for

scenario modeling, which allows to form various scenarios of information dissemi­

nation. The use of this complex model with machine learning methods will help

management structures to be more flexible and adaptive when making decisions in

the digital environment based on the modeled scenarios.
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Chapter 3.

Intelligent scenario modeling system

3.1. Designing an intelligent system

Machine learning and artificial intelligence methods are being universally inte­

grated and adapted for use in various application domains. Designing a management

decision support system [2, 36, 67, 91] as a scenario modeling tool is a key step in cre­

ating an effective and reliable tool for business process management [16, 96, 104, 109].

Scenario modeling allows to evaluate possible variants of events development, the

results of decisions made and analyze their impact on business processes.

When designing an intelligent management decision support system using sce­

nario modeling, it is also important to take into account the specifics of business and

industry [10, 88]. It is also necessary to determine the methods and tools of scenario

modeling that will be used within the system. These can be mathematical models,

analytical tools, statistical methods and other technologies that allow data analy­

sis and numerical modeling. In developing this system, problem statements were

formulated to define a set of information dissemination sites (Sections 1.1 and 2.1).

Note that optimization methods as well as teacherless machine learning methods

were used to analyze big data to form different scenarios of information promotion.

An important aspect of intelligent system design is also to ensure its reliability,

security and scalability. The system should be flexible and adaptive to changing

market conditions and business environment to ensure high efficiency of management

decisions. As mentioned earlier, the architecture of the proposed solution is such

that it satisfies the above aspects. Figure 3.1 below shows the integration scheme of

the developed intelligent system for modeling the information dissemination process

on the example of social networks.
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Figure 3.1: Scheme of integration of the intelligent system

In this case, in terms of feasibility of cooperation and possible benefits for each

party, the proposed approach is mutually beneficial. As the quality of the provided

service increases, the term of advertising campaigns is reduced, due to the imple­

mentation of big data analysis and the construction of recommendations for posting

entries in the relevant communities. It should be noted that advertisers receive a

service of proper quality with the involvement of fewer resources, and social net­

works receive an additional inflow of working capital. Implementation of such a tool

is possible both on a cross-platform basis and for a specific social network, it will

be beneficial in both the first and the second case. The difference between these

options for the realization of intelligent system is in the functionality and where the

advertiser will address directly to the tools of the selected social network or to the

platform providing a similar service for several Internet sites.

In addition, at the current moment of time in the considered social network there

is no choice of different scenarios of information promotion, for the invested money

is offered one set of platforms for publishing an advertising record.
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The problem of scenario selection for DM is the need to evaluate and analyze

different scenarios in order to make an informed and effective decision. Also, DM

are faced with uncertainty, complexity and a variety of factors that can affect the

outcome of a decision. Choosing the best scenario requires a thorough understanding

of business processes, analyzing data, predicting outcomes, and considering risks.

The wrong choice of scenario can lead to undesirable consequences, loss of time,

resources and loss of competitiveness of the company.

For successful management decision-making, it is necessary to use scenario mod­

eling tools, conduct data analysis and take into account possible changes in the

external environment. It is important to have such a decision support tool that will

help the DM in choosing the optimal scenario and minimizing risks. It should also

be noted that the DM will be able to evaluate different scenarios of information

promotion and their impact on the key performance indicators of an advertising

campaign on the Internet before the purchase of advertising and publication of the

record in social network communities, which will allow for more accurate planning

and budget allocation when conducting advertising campaigns.

The developed intellectual system as a tool of scenario modeling due to its archi­

tecture allows solving the set tasks, can be applied and adapted in different subject

areas, is scalable and, due to its block structure, can be easily changed in accordance

with the requirements for the development of its functionality. The architecture of

the system can be familiarized by studying fig. 3.2.
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Figure 3.2: Architecture of software complex «Intelligent system of management
decision support system» as a tool of scenario modeling

In addition, it should be noted that when developing a prototype of an intelligent

system for the DM, machine learning, optimization and data analytics methods are

used to process information and provide users-clients with relevant and reliable

information, as well as form recommendations for making optimal strategic and

operational decisions.

3.2. Realization and peculiarities of application of the intelligent system

The implementation of an intelligent management decision support system starts

with the definition of business goals and tasks to be solved with its help. Then the

data required for the system to function is collected and analyzed. After that,
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machine learning algorithms are configured and trained to work with specific data

and tasks, as well as sensitivity analysis for determining advertiser preferences in a

multi-criteria optimization problem. The components of the system are described

in detail in the previous chapters and sections.

The developed Intelligent Management Decision Support System (IMDSS) is an

innovative tool that combines the capabilities of artificial intelligence, data analytics

and business processes to assist executives and managers in making informed and

effective decisions. Features of the IMDSS application include:

� Automation of the decision-making process: IMDSS provides an opportunity

to automate a part of the management decision-making process based on data

analysis, scenario modeling (forecasting of results). This reduces the time

required to make decisions and reduces the likelihood of errors.

� Analyzing large amounts of data: IMDSS is able to process and analyze large

amounts of data from various sources, revealing hidden patterns and depen­

dencies. This helps managers to make informed decisions based on facts and

analytics.

� Personalizing recommendations: IMDSS is able to create personalized recom­

mendations and suggestions based on each manager’s individual needs and

goals. This allows you to take into account the unique characteristics of

your business and make decisions that are appropriate to your specific cir­

cumstances.

� Monitoring and evaluation of results: IMDSS provides the ability to monitor

and evaluate the results of decisions made, as well as analyze their effectiveness.

This allows to adjust action strategies in real time and optimize business

processes.

� Integration with other systems: IMDSS can be easily integrated with other or­

ganizational information systems, such as CRM, ERP and BI systems, provid­

ing unified access to data and increasing the efficiency of the entire company.
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� Scalability: the system can be easily scaled to handle different data volumes

and tasks, making it a versatile tool for different organizations and industries.

Thus, the application of this IMDSS allows organizations to improve the quality

of decision-making, optimize business processes and achieve a competitive advantage

in the market when conducting information dissemination activities on the Internet,

as well as allows advertising organizations to improve management efficiency, mini­

mize risks and errors, and make informed strategic and operational decisions based

on data and analytics.

The developed prototype of the intelligent system consists of 6 software com­

ponents, each of which can work autonomously and provide scenarios to promote

information [34, 45, 52]. Based on the client’s needs, the necessary number of pro­

gram components from the whole program complex will be used to obtain a solution

in a short period of time. Let us consider in more detail the scheme of realization

and functioning of the prototype system.

It should be noted that to ensure the stability of the system operation at external

failures it was decided to implement a program complex consisting of 6 program

blocks:

1. Program realization of cyclic algorithm of preprocessing of statistical data

on user activity of information sites in the task of information dissemination

in MCM. It is realized as a single file with the extension «.ipynb» for the

convenience of making changes when writing the program code.

2. Software implementation of the optimization model, including the solution

of the multicriteria optimization problem. The model was implemented in

such a way that it consists of 6 files: 2 of them with extension «.py», which

are used as libraries for data processing and forming recommendations; 1

with extension «.ipynb» and is used to conduct numerical simulation; the

remaining 3 files with extension «.ipynb» are needed for visualization, analysis

and interpretation of results.

3. Program implementation of cluster analysis methods using interpreted feature
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selection methods. The block consists of 15 files: 11 files with «.py» exten­

sion used as libraries and implementing clustering methods, 2 files with «.py»

extension used as libraries for data processing and forming recommendations,

1 file with «.ipynb» extension for numerical simulation, 1 file with «.ipynb»

extension for visualization, analysis and interpretation of results.

4. Program implementation of cluster analysis methods with application of the

method of principal components to compress the feature space. The structure

is similar to item 3.

5. Software implementation of the optimization model with preliminary cluster­

ing and using interpreted feature selection methods. The structure is similar

to item 3.

6. Software implementation of the optimization model with preliminary cluster­

ing and using the method of principal components to compress the feature

space. The structure is similar to item 3.

Next, let’s consider the developed structure of modeling results storage. The

development of such structures is an important step in the process of working with

data and analytics. This system allows efficient storage, management and processing

of modeling results, which has a number of advantages:

� Saving results: the proposed storage structure allows saving all modeling re­

sults in a structured and easy-to-access form. This provides the possibility of

reusing the results, analyzing and comparing different models.

� Ease of access and sharing: the proposed storage structure allows easy access

to modeling results, sharing them with colleagues and other project partici­

pants. This facilitates collaborative work and knowledge sharing.

� Improved decision-making process: access to saved modeling results helps you

make informed decisions based on data and analytics. Analyzing previous

results can help identify trends and optimal action strategies.
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� Improving operational efficiency: the proposed structure for storing modeling

results simplifies data management processes, reduces the time required to find

the necessary information, and increases the overall efficiency of the team.

Thus, designing a storage structure for modeling results plays a key role in the

successful handling of data and analytics, providing security, ease of access to infor­

mation, and improving the efficiency of management decision-making processes.

Based on the above, it was decided to save data by blocks in «.csv» and «.xlsx»

formats. So, for example, in block 2 data are stored by relevant topics, which have

subfolders by months of the year, where 2 more folders were created for researchers

and for clients. The latter are distinguished by a set of columns. And if we consider

blocks 3-6, in these cases there will be much more different information that will

have to be stored and processed.

Let’s take the block with the number 5, there is a folder named «Simulation

Results», where the output summary tabular data for the corresponding topics are

stored, each one has the following storage structure as shown in the figure 3.3.

Figure 3.3: Scheme of data storage structure

Each folder located in «Month of the year i» has 11 files of format either «.csv»

or «.xlsx», the number of which is equal to the number of applied methods of cluster

analysis. Note that the «General Results» folder is divided into 3 more sections,
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which differ from each other by the set of columns in the files. Examples of the file

structure of each folder are shown in the corresponding figures 3.4, 3.5, 3.6.

(a) Program component 3

(b) Program component 4

Figure 3.4: Training time

(a) Program componentт 3

(b) Program component 4

Figure 3.5: Time to build a partition

(a) Program component 3

(b) Program component 4

Figure 3.6: Target indicators
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The remaining file types are similar in structure to the files presented in the

figures above, except for those stored in the «Clustering quality metrics» folder. The

distinctive feature is that all three metrics are recorded for each target indicator (see

Fig. 3.7).

(a) Program component 3

(b) Program component 4

Figure 3.7: Clustering quality metrics

We should also note that when writing the program code for visualization of

simulation results and further analysis, appropriate directories were created for all

program components, where the necessary graphs and bar charts are saved.

It is obvious that for further design, development, testing and implementation

of this IMDSS in the industrial circuit [24, 33] it is necessary to create a data

storage system using software solutions for creating relational databases and possibly

non-relational ones. In this case, the current method of saving simulation results

with specified file formats allows to create tables linked and not in appropriate

database management systems to automate the process of information storage and

processing without any problems.
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3.3. Comparative analysis of modeling results

Within the framework of the dissertation research the results of modeling were

considered, scenarios proposed by the system were analyzed and appropriate con­

clusions were made within the framework of the set tasks. However, it should be

noted that the software component «Cluster analysis model» can be applied for

other problem statements, where it is required not so much to maximize the values

of the target indicator under given budget constraints for some list of information

sites, as to obtain such a set, in which these sites will be combined according to

certain principles, and the choice of the best set will be carried out according to the

developed system of rules. In this sense, the considered program complex has the

scalability property described in the previous section. In addition, cluster analysis

methods can be used not only as a separate tool for solution formation, but also as

a method for dimensionality reduction in an optimization problem.

In this paragraph, the modeling results presented in the form of summary tables

will be discussed. Summary tables play an important role in data analysis and

information presentation. They allow summarizing, grouping and aggregating data

from different sources, which helps to quickly and efficiently identify patterns and

compare different parameters. Thus, the use of summary tables is an essential tool

for effective data analysis and informed decision making.

For example, let’s take the following input parameters:

1. Topics: «Automobiles, Car owners»;

2. Month: January;

3. Target metrics: Likes, Reposts, Comments, Views.

Numerical modeling was carried out according to the given parameters. Let’s

proceed to the comparative analysis of different scenarios of information promotion.

Below are 4 tables that allow us to evaluate the numerical results and the speed of

their formation. Note that justification of the analysis of modeling results is a key

element in the process of data-driven decision-making, it helps to make sure that
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the conclusions drawn from the modeling are correct and provides a basis for the

development of strategies and further actions based on the results obtained.

Figure 3.8: Summary table of results. Subjects: «Automobiles, Car owners».
Month: January. Target parameter: Likes

Figure 3.9: Summary table of results. Subjects: «Automobiles, Car owners».
Month: January. Target parameter: Reposts



96

Figure 3.10: Summary table of results. Subjects: «Automobiles, Car owners».
Month: January. Target parameter: Comments

Figure 3.11: Summary table of results. Subjects: «Automobiles, Car owners».
Month: January. Target parameter: Views

The structure of the tables is such that it allows comparing scenarios of different

program blocks. The tables do not contain all the information available to decision

makers, but it is sufficient to analyze the application of the models and methods

under consideration, both in terms of time spent on building a solution and compar­

ing the numerical values of various parameters. Using the data from the presented

example, the relevant observations and conclusions are formulated.
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Conclusion 3.1. In the obtained scenarios of information promotion on given

budgets the best result is demonstrated by program blocks where optimization methods

are applied.

Indeed, the optimization approach allows us to solve the problem exactly. How­

ever, if we look at the table in Figure 3.8, where the budget equals 6000 rubles, and

compare the results of blocks 2 and 3, i.e. optimization and clustering with the use

of interpretive methods of feature selection, then the values of the targets of these

two scenarios will differ by 18.54% in favor of block 2. But if we compare the number

of communities in which the record will be placed, it turns out that in block 3 there

are 5 more such communities, which may be crucial for the decision-maker.

Similarly, consider the scenarios presented in Figure 3.11, namely the budget of

11,000 rubles, blocks 2 and 3. Here, the target values of these two scenarios will

differ by 34.42% in favor of block 2, but the number of communities is 2.75 times

greater. This suggests that this set of sites, which contains 36.36% of communities

from the optimal scenario, gives 65.58% of the result, provided that there is a balance

from the used budget of 926 rubles, in contrast to Block 2, where the budget is fully

utilized. This, among other things, may indicate a significant difference in user

activity indicators in different scenarios.

Thus, scenario modeling helps to make more informed decisions based on model­

ing and data analysis, assessing the possible risks and benefits of different strategies.

In addition, researchers can conduct simulations to assess the likely consequences of

different actions. This approach helps to generate and consider different scenarios

and choose the most effective solutions.

Therefore, the design of this intelligent system took into account the possibility

of analyzing the resulting decisions on various aspects, including the ratio of the

sum of the values of the relevant targets per unit of money invested (see Fig. 3.12).

Analyzing this kind of data helps to evaluate different sets of communities and make

decisions about publication placement.
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Figure 3.12: Table of efficiency ratios by target indicators

Conclusion 3.2. In the considered examples, the procedure of preliminary clus­

tering for dimensionality reduction in the optimization problem allows to form sce­

narios of information advancement no later than using the optimization model and

with minimal deviation in the values of target parameters.

The use of such an approach will allow, in case of large dimensions of the opti­

mization problem, to significantly reduce the running time of the algorithm, provided

that a solution equivalent to the optimal one is obtained in quantitative terms, or

the same at all, due to the use of an appropriate machine learning method for the

construction of the partitioning. The presence of a large number of objects in the

selected topic(s) is a relevant problem in large advertising campaigns.

Remark 3.1. The above examples demonstrate the necessity of applying data

prepartitioning in an optimization problem when the number of objects increases.

It should be noted that the difference in the values of target indicators between

blocks 2, 5, 6, if there is any, is within 5-10% of the optimal values, and the speed of

solution search procedure in the optimization problem decreases significantly. Let’s

take for example blocks 2 and 5 from the tables presented in figures 3.9, 3.10, and

compare, in the first case scenarios in the budget of 11000 rubles (see Fig. 3.13), in

the second case 16000 (see Fig. 3.14).
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Figure 3.13: Communities from solutions for a budget of 11000 rubles. Target
parameter: Reposts

Figure 3.14: Communities from solutions for a budget of 16000 rubles. Target
parameter: Comments
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In the case of the «Reposts» target parameter, the differences are minimal both

in the number of communities and in the total values of the indicator for the mod­

eled set of sites. But if we turn to the target parameter «Comments», we will notice

that the number of communities differs by as much as 10 pieces, and the total val­

ues of the selected indicator by 22 comments, or by only 2.05% of the optimal one.

Analyzing and comparing such scenarios will help DM to objectively evaluate the

necessity of publishing an advertising record in the proposed sets of communities.

For this purpose, this paper introduces relative metrics, which are defined in the

second paragraph of the first chapter. For example, the distribution coefficients,

sociability coefficients, average age of the target audience, and the intensity of pub­

lishing activity in a given time period for the respective social network groups can

play an important role. All these factors can lead to the fact that the option with a

lower value of the target parameter will be chosen, but it will meet the advertiser’s

requirements by other equally important criteria.

Remark 3.2. Based on the above results, it is established that interpretable

feature selection methods should be applied when solving the clustering problem to

compress the feature space.

The conducted comparative analysis of modeling results is an important stage of

the dissertation research, as it allows to optimize the modeling process, to conclude

a number of conclusions, remarks and observations regarding the considered mathe­

matical models and methods to achieve scientific and practical results in solving the

set tasks taking into account the peculiarities of the specified subject area.

3.4. Conclusions to the third chapter

This chapter is devoted to the construction of the scheme, development and

program implementation of an intelligent system of support for managerial decision­

making in the task of information dissemination in the MCM. The application of

the intelligent system of scenario modeling will allow to optimize the distribution of

company resources, to form different scenarios of information dissemination taking

into account the peculiarities of sites, behavioral activity of their participants and
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audience feedback modeling.

The features of implementation and application of the developed intelligent sys­

tem were considered, schemes of its integration into the industrial circuit on the

example of social networks were given, as well as the architecture of the software

complex and the scheme of data storage and modeling results with the possibility of

transformation and visualization of information were presented. Numerical modeling

and comparative analysis of the results have been carried out, which demonstrated

the importance of using the scenario approach as a tool for strategic analysis, as

well as intelligent tools for processing large data sets in the task of information

dissemination in the MCM to support managerial decision-making. Note that the

system is programmatically implemented in a cross-platform integrated development

environment for the Python programming language — PyCharm.
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Conclusion

The dissertation research is devoted to the analysis of information dissemination

process in MCM and development of methodology for scenario modeling using op­

timization and machine learning methods without a teacher. In the course of the

conducted research tools for intellectual analysis of statistical data of information

sites and formation of scenarios of information dissemination in MCM were devel­

oped. This made it possible to realize an intellectual system of management decision

support in the field of information and communication technologies for automation

of management processes on the example of marketing task of information dissemi­

nation in social networks, where the communities of this network act as information

platforms.

The following main results were obtained within the framework of the completed

dissertation research:

1. Problem statements for modeling the process of information dissemination in

MCM using optimization methods are formulated.

2. Problem statements for modeling the process of information dissemination in

MCM using machine learning methods are formulated.

3. A software component has been developed that implements a cyclic algorithm

for preprocessing statistical data on the user activity of information sites in the

task of information dissemination in the MCM in the Python programming

language in the cross-platform integrated development environment PyCharm.

4. A software component with a recommendation block for forming scenarios of

information dissemination in MCM and solving optimization problems with

the possibility of transformation and visualization of information in the Python

programming language in the cross-platform integrated development environ­

ment PyCharm has been developed and implemented.

5. We developed software components using machine learning and teacherless fea­

ture selection methods to solve the problem of clustering of information sites
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and the problem of dimensionality reduction in an optimization problem with

the possibility of transforming and visualizing information in the Python pro­

gramming language in the cross-platform integrated development environment

PyCharm.

6. The architecture has been developed and the intellectual system of manage­

ment decision support in the task of information dissemination in the MCM

has been programmatically implemented, as well as the scheme of data storage

and modeling results with the possibility of transformation and visualization

of information in the Python programming language in the cross-platform

integrated development environment PyCharm has been proposed. The com­

parison of information dissemination scenarios is carried out and the feasibil­

ity of forming several sets of information sites through numerical modeling is

demonstrated.

7. A tool for numerical simulation of the system under study has been developed,

which allows to perform sensitivity analysis of criteria, as well as to analyze

the process of forming unique scenarios of information dissemination as a re­

sult of changing preferences in the problem of multi-criteria optimization on

the example of the market of goods and services in the digital environment,

taking into account the nomenclature of goods, budget and time interval.

Application of the developed software components allows to correct user pref­

erences by adjusting hyperparameters of machine learning methods, as well

as to reduce the time of formation of scenarios of information dissemination.

Analyzing the importance of attributes allowed us to determine the basic set

of significant characteristics of objects using the selected methods of feature

space compression.

In conclusion, we note that all the tasks formulated in the framework of the

study have been accomplished, and the set goal has been achieved in full.

Further work on this subject can be aimed at developing the functional capa­

bilities of the intelligent system in the framework of solving the problem of modeling
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scenarios of information dissemination in the MCM. Let us present promising direc­

tions and tasks of future research:

� Integration with other IT solutions to perform datamining of various addi­

tional characteristics of information sites.

� Application of time series and text analysis methods for predicting values of

key characteristics and forming recommendations on information placement

in different MCM.

� Detection by hidden patterns of bots and fake accounts on information sites.

� Application of deep machine learning algorithms and neural network technolo­

gies to analyze and generate new media content.

In addition, the actual tasks will be to improve the presented schemes of applied

mathematical models and program complex, by editing or adding new program and

functional modules to achieve greater efficiency, in terms of the time of formation of

scenarios of information dissemination and their number at given input parameters

of the system, when solving problems in various fields of knowledge (economics and

management, sociology, political science).
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