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Introduction

Research rationale. Currently, in the field of computer vision, a number of
problems related to the classification of images in difficult conditions are relevant.
In particular, many Internet services (from payment systems to services for restoring
access to accounts in social networks) actively use document recognition and analysis
tools. For example, in such systems as «Gosuslugi»1 resource and «Webmoney»2

payment system, documents are processed to obtain personal information about the
client. In the case when such a document is a scanned passport, the last name, first
name, patronymic of the owner, as well as the series and number of the document,
place and date of issue, division code, and so on are extracted from it. In addition
to extracting direct information, it is also important to establish the authenticity of
the document or the presence of the fact of its modification (using Adobe Photoshop
and other similar tools).

It should be noted that such services are usually based on the analysis of frag
ments of personal data, watermarks, etc., taking into account their relative position
on the document page. All this information is placed in the frame in a strictly
defined way to simplify the task of automatic recognition of personal information.
Therefore, strict requirements are imposed on photographs of documents. For exam
ple, the government online services portal3 regulates the angle, lighting conditions
and other parameters that determine the quality of recognition of inscriptions (such
as «Tesseract»4). In the social network «VKontakte»5, in order to restore a user’s
access to an account, all personal information specified on the page of an identity
document is not required. In most cases, this is enough to check the image of a
certain part of the submitted document, which must fully contain the user’s photo,
as well as his first and last name.

Thus, it is possible to single out a group of approaches to document recognition
that extract semantic information from significant areas of the image (photographs
of a person, key inscriptions, watermarks) and their relative position [1–4]. However,
these methods are not applicable to solving the problem of analyzing areas of docu

1https://www.gosuslugi.ru
2https://www.webmoney.ru
3https://51.мвд.рф/folder/2411299
4https://github.com/tesseract-ocr/tesseract
5https://vk.com/

https://www.gosuslugi.ru
https://www.webmoney.ru
https://51.мвд.рф/folder/2411299
https://github.com/tesseract-ocr/tesseract
https://vk.com/
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ment images in the vicinity of user photos under the assumption of various lighting
conditions and artificial modifications of the original images that deform some of
the personal data. It should also be noted that in the context of the recognition
task, only the information that is necessary to confirm that the user has a genuine
identity document is required.

An example of another formulation of the problem of image classification in
complex conditions is the task of classifying photographs of facades of commercial
buildings by type services provided [5–10].

This task in general is quite difficult due to the presence on photos with unique
fonts, text colors, sizes and styles design of advertising signs. Also, the quality of
recognition is affected by the shooting conditions. It should be noted that the
decision on whether a sample belongs to a particular category can be made on the
basis of information obtained from the text of an advertising sign, but also using
visual features, without isolating textual information.

At the moment, there are many general approaches to solving the problem of
image classification [11]. However, their application is difficult in the case of image
classification in complex and non-standard conditions, which is well known on the
example of the problem of classifying building facades in the presence of advertising
signs [6; 12–14]. An important characteristic feature of advertising posters, which
significantly complicates their classification, is the absence of convex elements and
the presence of printed text.

Research background. A significant contribution to the development of the
theory and practice of solving problems of image classification was made by K. He,
X. Zhang, S. Ren и J. Sun [15], K. Simonyan and A. Zisserman [16], M. Sandler,
A. Howard, M. Zhu, A. Zhmoginov and L. Chen [17], M. Tan and Q. Le [18]. It
should also be noted the contribution of J. Redmon, S. Divvala, R. Girshick and A.
Farhadi [19], W. Liu, D. Anguelov, D. Erhan, C. Szegedy and S. Reed [20] in solving
the problem of localization of objects in the image. When considering specific text
detectors, the work of M. Liao, B. Shi, X. Bai, X. Wang and W. Liu [21], Z. Tian,
W. Huang, H. Tong, P. He and Y. Qiao [22], X. Zhou, C. Yao, H. Wen, Y. Wang, S.
Zhou, W. He и J. Liang [23] should also be highlighted. A great contribution to the
development of image descriptors was made by T. Dittimi и C. Suen [24], J. Sun,
Z. Shisong и W. Xiaosheng [25], С. Huang и J.Huang [26].
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Note that the problems of image analysis with text fragments are very spe
cific, which largely excludes the possibility of reusing the proposed mechanisms for
solving a wider class of problems. Also, as will be shown in this dissertation, general
image classification methods are ineffective in solving problems of classifying images
with text, since most of the significant information can be contained in the text.
Moreover, methods based only on optical text recognition also cannot provide full
coverage of all characterizing features. There are a number of studies devoted to
this topic, for example, T. Intasuwan, J. Kaewthong и S. Vittayakorn [5], as well as
T. Tsai, W. Cheng, C. You, M. Hu, A. W. Tsui и H. Chi [8].

This paper demonstrates the effectiveness of using combined models in com
parison with classical neural network methods of computer vision in solving tasks
under consideration.

Research goal. The main purpose of this work is the development and im
plementation of mechanisms for classifying images with text fragments in complex
and non-standard conditions: varying the shooting angle, different lighting condi
tions, changing the scale, the presence of highlights and shadows, and the presence
of various artifacts in images.

To achieve this purpose , the following research main objectives were for
mulated:

– perform analysis of modern methods for classifying images, as well as meth
ods for optical text recognition and extraction of diverse descriptors, in
cluding an analysis of the constructive components of deep neural network
classifiers applicable to solving problems of image analysis with visual rep
resentations of text;

– develop and implement a neural network model for classifying images with
the presence of text on the stage in conditions where explicit Optical Char
acter Recognition (OCR) is impossible;

– develop and implement a neural network architecture for classifying images
with the presence of text on the stage under conditions that allow the use
of OCR technologies;

– perform an experimental study of the proposed neural network architecture
to assess the quality of classification.

Research outcomes.
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– Combined neural network architecture VCA (VGG Combined with Autoen
coders) for image classification, which does not perform explicit recognition
of textual information. The proposed architecture was used to solve the
problem of determining the suitability of an image of an identity document,
subject to varying shooting conditions.

– Combined neural network architecture CCIT (Combined Classifier of Im
ages with Text) for image classification with explicit recognition of textual
information. A number of additional descriptors were also developed to
extract style characteristics and visual design details from the text, which
significantly improved the quality of image recognition. The proposed ap
proaches were used to solve the problem of classifying photographs of facades
of commercial buildings according to the type of services provided.

– An experimental study of the classification quality of developed architec
tures in comparison with modern methods of general image classification in
the context of the tasks under consideration.

Methods and methodology. The subject of this dissertation is the prob
lem of classifying images with text fragments. The object of the study is a set of
approaches, methods, models and tools for classifying images with the presence of
textual information in complex conditions. The work used methods of data analysis
and machine learning, various principles for constructing neural network architec
tures, numerical methods for solving optimization problems, theory of algorithms
and mathematical statistics, as well as software engineering tools.

Research correspondence to the scientific specialty. The content of
the dissertation research corresponds to the passport of the scientific specialty
2.3.5 (mathematical and software computing machines, complexes and computer
networks):

– P. 4 (intelligent systems of machine learning, database management data
and knowledge, tools for developing digital products), since the disserta
tion proposed tools for building intelligent systems (neural network architec
tures) for solving the problems of classifying some specific types of images;

– P. 7 (models, methods, architectures, algorithms, formats, protocols and
human-machine interface software, computer graphics, visualization, image
and video data processing, systems virtual reality, multimodal interaction
in sociocyberphysical systems), since within the framework of this work new
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image processing systems are proposed, including models, architectures and
algorithms for their processing.

Research novelty. Within the framework of this work, the problem of image
classification with restrictions on the quality of shooting, as well as methods for
processing texts included in images, is solved. A new neural network architecture is
proposed for the case when optical recognition of the text included in the image is not
performed. The new architecture uses the combination of several image descriptors -
intermediate representations of some deep neural network encoders working with the
original image, and the results of the work of deep encoders on the image obtained
from the original by special preprocessing methods. This type of preprocessing is
based on a modified idea of the autoencoder.

Also, within the framework of this dissertation work, a new neural network
architecture for image classification with optical text recognition was proposed. The
architecture is based on a special combinatorial scheme that uses image area descrip
tors with text.

Theoretical and practical value of the work. The theoretical value of
this work lies in the proposal of new neural network architectures for narrow classes
of tasks that general image classification methods cannot cope with. These architec
tures are formulated in the most general form and can be used to create new neural
network architectures aimed at different classes of problems. An important theoret
ical aspect is the proof of linearity in image sizes and used time hyperparameters
for building image descriptors for the CCIT architecture.

The practical significance of the work lies in the use of the proposed architec
tures for creating models and target software services that solve specific practical
problems: document recognition when restoring access rights, as well as recognition
of signs of commercial buildings.

Work approbation and publications. The results of the dissertation were
reported at a number of international scientific conferences: 8th International Con
ference «Analysis of Images, Social Networks and Texts, AIST», (July 17-19, 2019,
Kazan, Russia), 5th conference «Software Engineering and Information Manage
ment, SEIM», (May 16, 2020, St. Petersburg, Russia), 14th international con
ference «Baltic Conference on Databases and Information Systems, DBIS», (June
16-19 2020, Tallinn, Estonia), 9th international conference «Analysis of Images, So
cial Networks and Texts, AIST», (October 15-16, 2020), international conference
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«Science and Artificial Intelligence conference, SAIence», ( November 14-15, 2020,
Novosibirsk, Russia), 25th International Conference «International Conference on
Pattern Recognition, ICPR» (January 10-15, 2021, Milan, Italy), 8th International
Conference «Image Mining. Theory and Applications, IMTA» (August 21–25, 2022,
Montreal Quebec, Canada), 14th International Conference “International Conference
on Data Analytics and Management in Data Intensive Domains, DAMDID/RCDL”
(October 4-7, 2022, St. Petersburg, Russia).

The models developed in the course of the dissertation work are integrated and
successfully work as part of the services of the Russian social network «VKontakte»,
which is confirmed by implementation acts.

Publications on the topic of dissertation. The results of the dissertation
were published in 11 papers, of which 1 publication [27] was presented in a journal
included in the list of peer-reviewed scientific journals in which the main scientific
results of a dissertation for the degree of candidate of sciences should be published;
10 articles [6; 12; 13; 28–34] are published in foreign journals indexed by the Scopus
scientometric system. Articles [6; 12; 13; 27–34] were written in collaboration.

The personal contribution of the author in these publications is as fol
lows. In the article [27], the author developed a combined neural network model
for recognizing photos of identity cards in difficult shooting conditions, developed
a research plan and an experimental scheme, independently implemented classifier
models based on VCA, integrated them into the access recovery system and other
internal algorithms of the «VKontakte» social network , conducted the planned ex
periments to assess the quality of the classification. The co-authors participated in
writing and correcting the text of the article, organized the collection and labeling of
data sets for experiments. In articles [6; 12; 13; 28–34], the author proposed a deep
neural network architecture CCIT with an OCR module and various modifications
using descriptors. The author implemented the training and testing infrastructure,
deployment of models within this architecture, proposed special methods for image
preprocessing, adaptation of model training techniques, implementation of the basic
version of the CCIT architecture and development of interfaces for connecting addi
tional functional blocks, as well as the development of algorithms for constructing
special type A, B descriptors , C. The co-authors performed the software imple
mentation of the proposed descriptor calculation algorithms, connected the OCR
mechanisms and vectorization of text representations, ensured the collection and
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labeling of data sets, participated in setting up experiments and writing the text of
articles.

Scope and structure of the dissertation. The dissertation work consists
of an introduction, 3 chapters, a conclusion, a list of references and an appendix.
The total volume of the work is 84 pages. The list of references contains 108 titles.

The first chapter describes the most effective and frequently used modern
approaches to general image classification, text recognition methods, as well as ways
to get image descriptors. These solutions are components of combined neural net
work classifiers. This chapter also describes the tasks of classifying images with text
fragments in complex conditions. The greatest attention is paid to the task of clas
sifying identity cards in the context of the system for restoring access to accounts
of the «VKontakte» social network and the task of determining the type of services
provided by photographs of the facades of commercial buildings.

The second chapter presents a description of the VCA neural network archi
tecture is presented. The basic principles of the construction and operation of the
VCA, the encoders used to extract classifying features (including motivation and
considered alternatives) are described. An autoencoder is also described for feature
extraction of contours and adaptation of the consistency regularization. The chap
ter also briefly presents the implementation of the VCA architecture for solving the
document classification problem. At the end of the chapter, an experimental study
of the created architecture is given, which showed its superiority over its analogues
in terms of the metric 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 on the main (mixed) data set.

The third chapter contains a description of the CCIT architecture. A de
tailed statement of the problem and the procedure for pre-processing images, as
well as an OCR module are presented. Algorithms for constructing image descrip
tors of type A, B, and C are described, and the properties of the linearity of the
construction time of these descriptors on the image size and hyperparameters are
proved. The implementation of the CCIT architecture in the form of a model for
the classification of advertising signs of commercial buildings is described. Finally,
an experimental study of the CCIT architecture is presented, which showed its su
periority over analogues in the considered class of problems.

The conclusion presents the results of the study, as well as prospects for
further work.
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The Appendix contains acts of implementation of the methods developed
within the framework of this thesis.
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1. Domain overview

In this study, we will use three different, but close in meaning terms. We will
use the term neural network in introductory or general descriptions. The term model
will denote a specific neural network that has an implementation and is ready for use.
In this case, the model settings may vary. Using the term architecture, we will denote
a certain family of models - in fact, the architecture provides a certain abstract
view (view point) on a set of different neural networks (existing or implemented in
the future), within which certain structural elements, mechanisms and principles of
operation of a neural network common to of all models with a given architecture,
and the remaining components of these models, which may also be essential for
implementation, are omitted and, therefore, may differ for these models. When
creating specific models, it is possible to combine different architectures. Finally,
we will use the term classifier to refer to neural network architectures designed to
classify images.

To train all the neural network models mentioned below, the stochastic gradi
ent descent method [35] and its numerous modifications [36–41] are used. Currently,
this group of algorithms is actually the only and uncontested group of methods for
optimizing the weights of deep neural networks. All these methods are develop
ments of the basic method [42] of gradient descent, implementing various heuristics
that improve the convergence process. In particular, the stochastic gradient descent
algorithm[35] analyzes at each step of the algorithm not the entire manifold given
by the data set, but only the surface given by some subsample (learning from the
manifold given by the entire training set is impossible in practice due to limited
resources). Algorithms based on the method of moments [40; 41], use the heuristic
of inertia, which allows you to separate important details or, on the contrary, ignore
noise when choosing the direction of optimization. Good results in solving a wide
class of problems are demonstrated by optimization methods using change history
accumulation and normalization, such as [36–39]. To train all the models presented
in this paper, we used a modification of stochastic gradient descent [36].
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1.1 Basic neural network architectures

Currently, the most effective image classification methods are based on deep
neural networks [15; 18; 43–45], which use the following important concepts: con
volution, attention, combination of different modalities, as well as various ensemble
techniques. Further in the chapter, we will consider the main constructive compo
nents of deep neural networks, which were used in this work to build the architectures
of image classification models.

Neurons, layers and blocks. An artificial neuron (hereinafter referred to
as a neuron) is an atomic element of neural network1. Structurally, an artificial
neuron is extremely simple and has a natural biological basis, since, to some extent,
it models the work of one neuron from the human nervous system. The principle of
operation of a neuron is shown in Fig. 1.1.

Figure 1.1 — The principle of operation of an artificial neuron.

Each component of the input signal of the neuron is multiplied by the weight
corresponding to it, after which the activation function is applied to the result of
the scalar product of the input vector and the weight vector, the value of which is
transmitted further as a result of processing the input vector by the neuron. The
weights in this case are the learning parameters of the neuron.

Fully connected layers (hereinafter, layers) and fully connected blocks (here
inafter, blocks) are used in deep neural network architectures as structural ele
ments [46–49].

1about convolutional networks
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Layers are the level of organization of the neural network following the neuron,
containing a set of neurons. A block is a set of layers and additional links between
layers. A fully connected layer is a layer in which all neurons are independent
and when two fully connected layers are connected (this connection is directed),
the output of each neuron from the previous fully connected layer is fed to the
input of each neuron from the second fully connected layer (see Fig. 1.2). A fully
connected block is a group of polyconnected layers. A neural network composed
of fully connected layers is called a multilayer perceptron (Multilayer Perceptron,
MLP).

Figure 1.2 — Linking fully connected layers.

Activation functions [50] are applied inside the neuron, as mentioned above,
as well as at the outputs of blocks and layers. The main purpose of such functions
is to convert ranges of values. For example, the input range is from minus infinity
to plus infinity, and the output range is from 0 to 1, which is necessary to predict
various probabilities.

Next, we will consider the most common activation functions used in building
deep neural network architectures — logistic function, hyperbolic tangent, ReLU
(linear rectifier), SoftMax.

The logistic function is given as follows [51; 52]:

𝜎(𝑧) =
1

1 + 𝑒−𝑧
.

It increases monotonically, amplifying weak signals and saturating strong ones, and
is a smooth step function approximator (see Fig. 1.3).
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Figure 1.3 — Graph of the logistic function.

In deep neural networks, the logistic function is mainly used as an activation
for fully connected layers at model outputs. It is usually not used for activation
in deep convolutional blocks, as it leads to the problem of damped gradients due
to the tendency to quickly saturate when moving away from the origin. These
properties prevent the successful application of gradient descent to optimize the
values of trainable parameters.

The logistic function has a limited range of values (in the range from 0 to 1)
and is convenient to use as an activation function for the outputs of a deep model
when solving a classification problem. Also, a convenient property of the logistic
function is the ability to express the value of the derivative through the value of the
function itself, which saves computational resources when optimizing the model:

𝜎′(𝑧) = 𝜎(𝑧) * (1− 𝜎(𝑧)).

Hyperbolic tangent [51; 52] is similar in properties to the logistic function:

tanh(𝑧) =
𝑒𝑧 − 𝑒−𝑧

𝑒𝑧 + 𝑒−𝑧
.

The value of its derivative is also expressed in terms of the value of the original
function:

tanh′(𝑧) = 1− tanh2(𝑧).

Hyperbolic tangent, like logistic regression, tends to boost weak signals and
saturate from large input values (see Figure 1.4).

However, the undoubted advantage of the hyperbolic tangent over the logistic
function is its centering around zero, which allows the gradients to take both positive
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Figure 1.4 — Graph of the hyperbolic tangent function.

and negative values in the process of optimizing the model weights, preventing the
occurrence of an undesirable zigzag effect during training.

Convolutional layers and blocks in deep neural networks often use the ReLU
activation function [51; 52] (Rectified Linear Unit):

𝑅𝑒𝐿𝑈(z) = 𝑚𝑎𝑥(0, z).

When using ReLU, there is no need to spend resources on finding the numerical
value of derivatives when training a neural network, which significantly speeds up
the optimization process. But despite the simplicity of the function itself, ReLU has
the property of non-linearity (see Fig. 1.5), which allows you to build more powerful
approximators than when using linear activation functions.

Figure 1.5 — Graph of the ReLU function.

The disadvantage of ReLU is that the function is unbounded from above, which
entails the lack of saturation and, as a result, the problem of exploding gradients. In
addition, negative values do not correct the gradient (a problem called degradation).
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To solve the problem of ReLU degradation, its modification, called Leaky
ReLU, is sometimes used [51; 52] (Leaky Rectified Linear Unit ), which is defined
as follows:

𝐿𝑒𝑎𝑘𝑦_𝑅𝑒𝐿𝑈(z) = 𝑚𝑎𝑥(𝛽 * z, z).

Leaky ReLU reduces the risk of degradation of the ReLU function due to non-zero
values on the negative semi-axis (see Fig. 1.6), but at the same time, the probability
of an explosion of gradients increases.

Figure 1.6 — Graph of the Leaky ReLU function.

There are many other variations of the ReLU function, and the choice of a
specific variant depends on the optimal ratio of the degradation probability, the
ease of calculating the derivative, the properties of nonlinearity, and the probability
of exploding gradients. The preference for using one or another activation function
depends on the context of the task and the neural network architecture used.

SoftMax function [51; 52]] allows you to smoothly approximate the maximum
and is in some way a generalization of the logistic function into several classes:

𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑧𝑖) =
exp(𝑧𝑖)∑︀𝐾
𝑘=0 exp(𝑧𝑘)

.

Thus, this function allows you to make a choice from several options and use
optimization using gradient descent when learning. Variants are encoded using
one-hot-representation [53], the most probable class is represented by a pronounced
peak.

Recurrent architectures (Recurrent Neural Network, RNN) are de
signed to process sequential (ordered) data, in in particular, texts in natural lan
guages, as well as time series. Currently, these architectures are also used in com
puter vision for the tasks of processing a video stream, tracking objects for a sequence
of frames, optical text recognition, etc. [22; 54].
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Recurrent architectures are characterized by the following [55; 56]:
– by reproducing the same functionality for each element of the input se

quence,
– dependence of the input of network elements on the output,
– the presence of memory that allows you to take into account the results of

already processed information.
Fig. 1.7 demonstrates how the recurrent layer works. Note that during the

processing of the input data sequence, the recurrent layer is represented as a chain
of repeating elements, although it was possible to depict one single element with a
loop.

Figure 1.7 — The device of the simplest recurrent layer.

Some of the most famous recurrent architectures are LSTM (Long Short-Term
Memory) [55; 57] and GRU (Gated Recurrent Unit) [55; 58]. LSTM adds capabilities
to the underlying recurrent architecture to handle long-term dependencies. The
change of state occurs with the help of special constructions — gateways [55; 57].
The principle of LSTM operation is shown in fig. 1.8.

Among the shortcomings of LSTM, there is a low speed of work, which moti
vated the appearance of lightweight analogues, such as the GRU[55; 58] architecture
(Fig. 1.9).

The GRU architecture, compared to the LSTM, has one less gateway, and the
GRU gateways are connected differently. The essential difference between GRU and
LSTM is that it is faster and easier to use, but less expressive.

Deep neural network architectures. An obvious disadvantage of using
neurons as the basic element of a neural network architecture designed for image
classification is a large number of weights that arise when trying to build and train
a deep fully connected model capable of processing high-resolution images.
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Figure 1.8 — LSTM construction.

Figure 1.9 — GRU construction.
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Convolutional Neural Network (CNN) architectures help to solve this problem,
in which the neurons in the layer are replaced by convolution. The latter is the
following function [59]:

(𝑓 * 𝑔)[𝑛] =
∞∑︁

𝑚=−∞
𝑓 [𝑚]𝑔[𝑛−𝑚].

This function is used to obtain a feature map by convolving the kernel with
the input tensor (see Figure 1.10).

Figure 1.10 — Illustration of the convolution operation.

Thus, the number of parameters required to obtain the output tensor is much
less than in a fully connected layer and is limited only by the size of the convolution
kernel, which makes it possible to effectively train deep convolutional models.

Another important construction of convolutional architectures is pooling [59].
In the basic version, it is a function of choosing the maximum value from the region,
and thus the input tensor is reduced in dimension. In this case, the division into
regions is carried out using a grid (see Fig. 1.11).

Dropout operation [59; 60] is intended for regularization at the level of neural
network architecture, reducing the effect of network overfitting by preventing com
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Figure 1.11 — Pooling operation illustration.

plex co-adaptations of individual neurons on training data during training. This
approach involves the exclusion of a certain percentage of random neurons at differ
ent training iterations (see Fig. 1.12). Neuron exclusion is implemented by returning
zero in response to any input.

Figure 1.12 — An illustration of a dropout operation.

As a result, more trained neurons get more weight in the network, which signif
icantly increases the learning rate, metrics on the training data, and also improves
generalization.

Figure 1.13 — Block for calculating weights for the channel attention
mechanism [61].

Mechanism of channel attention [61] allows you to select the most informa
tive channels from the processed tensor. This effect is achieved by weighting, the
coefficients for which are determined during the operation of a special block (see
fig. 1.13).
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Spatial Attention Mechanism [61] does not highlight important channels, but
allows you to highlight areas on the image that are most important for solving the
target problem. Note that this block is also based on the use of a map for weighting
(see fig. 1.14).

Figure 1.14 — Block for calculating weights for the mechanism of spatial
attention [61].

Non-local blocks [62] builds on the concept of self-attention (see fig. 1.15) and
gets rid of the problem of approaches based solely on local convolution operations
and pooling operations associated with the locality of the studied patterns. This
circumstance is due to the local nature of the mentioned transformations. To achieve
nonlocality, a special construction is used, based on comparing different sections of
the processed tensor for similarity.

Figure 1.15 — An example of self-attention block adaptation [63] for image
processing.
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1.2 Modern deep neural network classifiers of general images

Neural networks of the VGG (Visual Geometry Group) [16] family are se
quence of convolutional blocks, pooling and fully connected layers (see Fig. 1.16).

Figure 1.16 — Architecture VGG-16 [64].

Despite some archaism, these architectures are still actively used in different
areas of computer vision for feature extraction [27; 30]. In many ways this is due to
their ability to generate interpretable feature maps.

The main disadvantages of VGG are associated with a large number of weights
and uncomplicated architecture, which makes the learning process slow and the
weight of the network itself large compared to more efficient and modern classifiers.

The main structural element of the architectures of the family Inception [65–
67] are Inception-blocks (see Fig. 1.17), inside which the input tensor is passed in
parallel through multiple independent sequences of convolutional layers, the results
of which are combined using a 1 × 1 convolution [68].

The main innovation of the family of neural network architectures
ResNet (Residual Neural Network) [15; 69] are the residual links, which represent
the addition of results, obtained on earlier layers to later ones, bypassing the convo
lutional blocks (Fig. 1.18).
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Figure 1.17 — Various configurations of Inception blocks [66].

Figure 1.18 — Residual connections in ResNet [15] model.
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This technique allows you to effectively deal with the attenuation of gradients,
which, in turn, made it possible to build networks of greater depth than before the
invention of this concepts. Representatives of this family of architectures are at the
heart of many of the most effective architectures in solving various current computer
vision problems [70–73].

The MobileNets [17; 43] family of neural networks has greatly advanced use
of deep convolutional architectures on mobile devices. The authors of these ar
chitectures proposed the use of a special type convolution - depthwise convolu
tions(Fig. 1.19).

Figure 1.19 — Depthwise convolutions [74].

This solution is a kind of approximation of the heavier nucleus by means of the
product of lighter ones, which makes it possible to reduce the number of weights in
the neural network, while maintaining high quality problem solving. In addition, the
authors of this approach have selected the optimal hyperparameters of the width and
depth of the neural network, which made it possible to effectively build convolutional
feature encoders.

Authors of the EfficientNet [18; 75] architecture family proposed an approach
that currently demonstrates some of the best results on a set of general image
classification problems [11]. The key feature of his work is to find the optimal ratio
of hyperparameters that define the shape of tensors (see Fig. 1.20) when extracting
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visual features. Thus, when building an encoder, it is possible to extract complex
features while expanding the scoped context.

Figure 1.20 — Various tensor parameters in EfficientNet [76] models.

Deep neural network architectures of the CoAtNet [77] (Convolution and self
-Attention Network) family are built on the idea of combining the attention mecha
nism and convolutions. Two options for constructing hybrid layers were proposed:

𝑦𝑝𝑜𝑠𝑡𝑖 =
∑︁
𝑗∈𝜚

(︃
𝑒𝑥𝑝(𝑥𝑇𝑖 𝑥𝑗)∑︀
𝑘∈𝜚 𝑒𝑥𝑝(𝑥

𝑇
𝑖 𝑥𝑘)

+ 𝑤𝑖−𝑗

)︃
𝑥𝑗,

𝑦𝑝𝑟𝑒𝑖 =
∑︁
𝑗∈𝜚

(︃
𝑒𝑥𝑝(𝑥𝑇𝑖 𝑥𝑗) + 𝑤𝑖−𝑗∑︀
𝑘∈𝜚 𝑒𝑥𝑝(𝑥

𝑇
𝑖 𝑥𝑘) + 𝑤𝑖−𝑗

)︃
𝑥𝑗,

where 𝑦𝑝𝑟𝑒𝑖 and 𝑦𝑝𝑜𝑠𝑡𝑖 are the pre-normalization and post-normalization types of con
volution and attention matching, respectively, 𝑥 is an element of the input space, 𝑤
are the training parameters, 𝜚 - area under consideration.

The pre-normalization type (𝑦𝑝𝑟𝑒𝑖 ) showed the best performance in experiments
conducted by the authors of the architecture [77] . Neural network classifiers built
using this approach successfully combine the ability to highlight both global features,
thanks to the use of the attention mechanism, and to derive local patterns over the
entire image area, thanks to the convolution property.

The architectures of Vision Transformer [78; 79] and other variations of Trans
former [80] adapted for solving computer vision problems are based on multi-headed
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attention constructions:

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(𝑄,𝐾,𝑉 ) = [ℎ𝑒𝑎𝑑1,...,ℎ𝑒𝑎𝑑ℎ]𝑊0,

ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄𝑊𝑄
𝑖 ,𝐾𝑊𝐾

𝑖 ,𝑉 𝑊 𝑉
𝑖 ),

where 𝑊𝑖 denotes matrices of learning parameters, and ℎ𝑒𝑎𝑑𝑖 here are rep
resented by non-local blocks, described earlier in the dissertation text. The gen
eral principle of the transformer operation is as follows: several blocks of attention
(ℎ𝑒𝑎𝑑1,...,ℎ𝑒𝑎𝑑ℎ) are built independently, the results of which are combined and
weighted by multiplying by the learning weight matrix 𝑊0. Thus, the transformer
block is an ensemble of non-local blocks that implement the self-attention mechanism
in deep convolutional neural networks.

In works related to the use of the transformer architecture in computer vision,
in addition to using the attention mechanism, various types of tokenization are used,
designed specifically for processing image data. For example, there is tokenization
based on segmentation, as well as on the basis of grid image division.

The authors of CLIP (Contrastive Language-Image Pre-Training) [81] pro
posed an approach that allows combining text and image modalities in a single
vector space (see Fig. 1.21).

1.3 Text detection

One of the areas related to the subject of this work and in which deep learning
technologies are actively used is text detection. This task is usually formulated as
finding the coordinates of a figure with a minimum area covering a piece of text
presented in an image. Note that there may be several such areas, in which case it
is required to determine several figures, depending on the problem statement and
the nature of the input data. Below we consider common approaches to solving the
problem of text detection.

CTPN (Connectionist Text Proposal Network) [22] is a combined neural net
work architecture (see Fig. 1.22) that performs text detection.
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Figure 1.21 — CLIP architecture [81].

Figure 1.22 — CTPN architecture [82].
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The operation of this detector can be divided into several stages. First the
original image is skipped through a convolutional encoder, which is VGG16 [16].
Further a scanning window moves along the received feature map, transmitting
considered area to the input of a bidirectional recurrent neural network. As a result,
the obtained intermediate result is passed through fully connected layer, resulting
in the formation of regions covering text.

Among the shortcomings of this architecture, one can single out a non-optimal
operating time, the reason for this is the use of a bidirectional recurrent neural
network in as one of the modules.

The architecture for text detection EAST (Efficient and Accurate Scene Text
Detector) [23] is convolutional architecture without the use of recurrent modules (see
Fig. 1.23). In this way, the problems of detector performance (presence of CTPN)
are solved. In addition, CTPN contains a number of features related to the output
data format. EAST detects the coordinates of enclosing quadrilaterals considering
affine deformations to take into account the position of the surface with the text in
space relative to the observer (see Fig. 1.24). To achieve this effect, EAST learns to
combine affinity-transformed regions with desired area.

CRAFT (Character-Region Awareness For Text detection) [83] is a convo
lutional architecture without recurrent elements, performing text detection using
region-level prediction symbols and predicting their mutual affine alignment using
special additional type of regions - affine regions(Fig. 1.25).

Thanks to this technique, it becomes possible to predict boxes whose defor
mations exceed beyond the usual affine transformations of rectangles as a result of
projective distortions (Fig. 1.26).

1.4 Optical text recognition

Currently, text localization methods show quite high efficiency [22; 23; 82–84],
however, optical character recognition methods often do not show high efficiency,
due to the variation of many factors, such as background, fonts, conditions image
capture, etc. [2; 6; 29].
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Figure 1.23 — EAST architecture [23].

Figure 1.24 — Affine transformations of regions in EAST [23].
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Figure 1.25 — CRAFT architecture [83].
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Figure 1.26 — Types of regions detected by the CRAFT detector [83].

Let us briefly consider the Tesseract [85; 86] software package [85; 86], which
is designed to solve the problem of optical text recognition and is often used as part
of combined models. This solution demonstrates good performance in character
recognition on document scans, however, it demonstrates a low efficiency in solving
problems of optical recognition in difficult conditions (for example, on street adver
tising signs [29]). Moreover, in order to work effectively, Tesseract often requires
an additional preprocessing step input image. Among the negative aspects, one can
also note the low performance due to the use of LSTM [57] .

At present, a framework for optical recognition is widely used EasyOCR [87].
This solution is a modular architecture using CRAFT [83] to a priori text position
detection, as well as a convolutional recurrent neural network CRNN [84], which is a
combination of a deep convolutional neural network and a recurrent neural network
for recognition characters.

1.5 Combined neural network architectures

It should be noted that among the previously considered architectures, there
are combined neural networks representing is a modular design containing blocks of
various functional purpose. For example, when detecting text using the CRAFT [83]
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and CTPN [22] methods, with the help of convolutional blocks, the visual cues while
the data sequence is being processed using the recursive module. Moreover, when
processing data from different domains, multi-arm models are often used, which
are feature encoders, consisting of several threads that process heterogeneous data.
Ensemble solutions are also widely used, such as MTCNN [88] (Multi-Task Cascaded
Convolutional Networks).

Such a model building paradigm makes it possible to effectively solve complex
problems, such as object detection, OCR processing (Optical Character Recognition)
of multimodal content.
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2. Combined neural network architecture for image recognition without
explicit text representation

Currently, there are a significant number of approaches to document recog
nition, which are based on the extraction of semantic information from significant
areas of the document image — photographs of citizens, key inscriptions, water
marks [1–4; 89]. However, the semantic analysis of image fragments, including text
recognition, is a very time-consuming operation and is often necessary only in con
ditions of a large variability of valid input images. At the same time, there are
highly specialized problems of document classification, in which much can be said
by superficially analyzing image objects, as well as the general visual style.

In such tasks, often, a deep analysis of the document image is not required,
but it is only necessary to assign it to one of the groups (for example, a certain
group of identity documents), as well as to guarantee the fulfillment of certain con
ditions (in the example above, the document belongs to a certain person, and also
the authenticity of the document). However, they may there are specific require
ments for the quality of classification results - completeness, accuracy, etc. Finally,
another feature of the task may be requirements for the quality of document images
- for example, there may be variability in lighting when creating a photograph of a
document. All these and other similar restrictions and requirements lead to the fact
that the general methods of classifying documents turn out to be ineffective within
the framework of this task, and it is required to create a special neural network
architecture that is maximally adapted to solve this particular task.

In this chapter, we will consider a specific class of document classification prob
lems, within which the following restrictions are imposed on the analyzed images.

– The document must contain the minimum text fragment that must be rec
ognized — the last name, first name and patronymic of the user, as well as
his photo.

– The mutual arrangement of elements in the image affects the classification.
– The image of documents is characterized by the presence of pronounced

contours.
– Document image may contain visual defects, such as glare, out-of-focus

areas.
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a)

b)

c)

d)
Figure 2.1 — Examples of images of an identity card suitable for user

identification:
a) an image that does not contain any visible distortion;

b) an image containing valid user add-ons that hide part of personal data;
c) an image containing projective distortions resulting from varying shooting

angles;
d) an image containing artifacts that have arisen when varying lighting conditions

(glare)
(all personal information is hidden with a blur).



36

– Image angle, framing, lighting, and color balance are unknown.
– The document image may include areas containing artificial changes made

by the user to hide some of the personal data, and this is correct.
Examples of such document images are shown in fig. 2.1. The classification

problem can be formulated as follows. The image being checked must be assigned
to one of the classes 𝐶𝑖, 𝑖 ∈ [0,𝑁 ], while 𝐶0 is a class of document images that are
not correct, for example, the image is not a photograph of a document , proving the
identity.

Finally, a feature of this class of problems is the requirement for high accuracy
(precision) of the classification results and the fully automatic operation of the final
services - that is, the option of issuing TopN results with subsequent «manual»
analysis is excluded.

To solve this class of problems, within the framework of the dissertation re
search, a neural network architecture VCA (VGG Combined with Autoencoders)
is proposed, which allows you to build the most expressive, in the context of this
problem, descriptors of document images.

Based on the proposed VCA architecture, a model was created for recognizing
identity documents, and the «VKontakte» social network service was developed to
restore user access.

2.1 Architecture, principles of construction and operation of the
combined neural network model VCA

The VCA architecture takes a document as input and, with the help of an
encoder, turns it into a set of features (feature vector), which is then passed to the
classifier, and the latter assigns it to one of the predefined classes, thus classifying
the document. The architecture includes two parallel branches — a general-pur
pose encoder based on VGG19 and a combined encoder based on VGG16 with a
preliminary use of an autoencoder. The latter is used to work with highly noisy
images with a large feature variance, while simultaneously building a contour map
of the processed image and then passing this map to an encoder (created based on
VGG16), which, in turn, extracts image features from it Image features extracted
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by both encoders, are combined into one vector, which, in turn, is fed to the image
classifier, and the latter assigns the original image of the document to one of the
classes. The general architecture of the VCA is shown in fig. 2.2.

The first branch of VCA consists of a modified VGG19 [16] model reduced to
the penultimate subsampling layer (fig. 2.3, column E) and is a weak encoder that
allows stable (with respect to noise, angle and lighting conditions) to determine if the
provided image is an ID photo. However, as experiments have shown, when using
such an encoder, a problem arises in differentiating different types of documents,
and this solution does not show proper efficiency when separating photographs of
one type of image from another.

Figure 2.2 — VCA architecture.

To increase the ability of the VCA architecture to stably distinguish between
different types of images, an additional branch has been added to it, which contains
a modified VGG16 encoder (Fig. 2.3, column D), which processes the result of ap
plying the autoencoder [90] to the analyzed image . An auto-encoder is integrated
into the architecture to extract information about contours in the presence of noise
and variability in lighting factors. VGG16 is reduced here to the penultimate sub
sampling layer (similar to VGG19 in another branch, fig. 2.3, column E). It should
be noted that the combination of auto-encoder and VGG does not allow good recog
nition of suitable document images under a wide variation in shooting conditions.
As a result, when combining the above branches by adding an upper fully connected
layer with sigmoidal activation, an architecture is obtained that allows you to verify
and differentiate images of various types well.
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2.2 Encoders for extracting classifying features

An essential step in image classification is feature extraction. The currently
most efficient methods for extracting features from images are based on convolutional
neural networks, which have significantly outperformed all other approaches on open
datasets [15; 16; 43; 65].

The first version of the VCA architecture used well-known general-purpose
encoders that performed well on the well-known ImageNet dataset (see table 1). We
are talking, first of all, about VGG encoders (not adapted), as well as Inception,
ResNet, MobileNet.

The encoder based on Inception [65] proposes to use special blocks that com
bine convolutional and fully connected layers for the most efficient extraction of
key features from the original information and its intermediate representations (see
section 1.2).

The ResNet [15] structure assumes the use of residual links, which allows
building networks of greater depth (see section 1.2).

MobileNet [43] propose the use of special base block convolution structures
that make it possible to make neural network models usable without significant loss
in efficiency (see section 1.2).

However, when testing these encoders on a test set of photographs of docu
ments «VKontakte», it was found that the best results on sets of common images do
not guarantee a higher accuracy of classification of document images. In particular,
the propensity of models was established [15; 16; 43; 65] to false positives. This can
be interpreted as a consequence of the specificity of the studied data.

In this regard, it was decided to stop using modified versions of the VGG.
The VGG [16] model is a sequence of convolutional, fully connected, and

subsampling [59] layers. In this paper, variants VGG16 and VGG19 are considered,
which differ from each other in the number of layers - 16 and 19, respectively (Fig. 2.3
column D and 2.3 column E).
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Table 1 — The results of the work of models on ImageNet test set of photos of the
general plan

Model Top-1 Accuracy Top-5 Accuracy
ResNet50 0.749 0.921
MobileNet 0.704 0.895
VGG16 0.713 0.901
VGG19 0.713 0.900
InceptionV3 0.779 0.937

Figure 2.3 — The original architecture of VGG [16] and its components..
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2.3 Autoencoder for highlighting the characteristic features of
contours

Let’s take a closer look at the VCA branch containing the autoencoder. The
key ability of the autoencoder is to get a compact representation information con
tained in the input data. Typically, autoencoders learn restore the original tensor
from its hidden representation, however, in VCA this model is used for the stable
extraction of additional information about the contours in the original image, which
makes it possible to extract information about the relative position of the elements
(user photos and areas with inscriptions and signs containing personal information).
To achieve this effect, the autoencoder learns to restore from the original image rep
resentation obtained from the original using a set of filters, whose task is to extract
from the original image the most detailed and free from noise outline drawing.

To achieve this effect, we used filters based on Sobel [91] and Gauss [92] fil
ters. The Gaussian filter allows you to get rid of high-frequency noise by smoothing
original image. Subsequent application of Sobel operators with different size kernel,
allows you to highlight information about the contours of objects presented on an
alyzed image. After applying the Sobel operators, the result filtering, an adaptive
threshold transformation is applied that takes into account the local the value of
the average brightness of the image (to ensure invariance when lighting changes).

It should be noted that, in the general case, the optimal parameters (kernel
sizes for Gaussian and Sobel operators, as well as the dimensions of the neighborhood
and the activation threshold for threshold transformation) does not exist. Therefore,
when creating a training dataset for the autoencoder, we used several options for
highlighting the characteristic features of contours with different parameters, that
is, each input image is associated with a set 𝑃 tensors of the following form:

𝑃 = {𝑡𝑖 ∘ ℎ𝑗 ∘ 𝑣𝑘 ∘ 𝑔𝑙(𝐼)|𝑡𝑖 ∈ 𝑇, ℎ𝑗 ∈ 𝐻, 𝑣𝑘 ∈ 𝑉, 𝑔𝑙 ∈ 𝐺},

where 𝐼 — original ID image, 𝐺 — set of Gaussian smoothing operators with different
sizes of kernels, 𝐻 is a set of horizontal Sobel operators with different sizes kernels,
𝑉 is a set of vertical Sobel operators with different sizes of kernels, 𝑇 is a set of
binary threshold transformations with different threshold values.
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Next, for each of the original image, the best variant is selected from the
corresponding set of tensors, according to the contour characteristic, which is the
variance of 𝐿2-norms of domains from the central part of the photo (to avoid the
influence of the contour characteristics of the edges of the document page). Thus,
each input image is associated with an output tensor 𝑏 that satisfies condition:

𝑏 = argmin
𝑝∈𝒫(ℐ)

Var[𝑛(𝑠(𝑐(𝑝)))],

where 𝐼 is the original ID image, 𝑃 — set of results of processing the original image
using filters and thresholding (as shown above), 𝑐 is the mapping that maps image 𝑝
to its frameless version (cropped 1/5 in height and 1/5 in width from original image
dimensions), 𝑠 — display, which splits the original into a set of non-intersecting
windows (width and height of the window — 1/10 from the size of the argument -
100 windows in total, respectively), n is a mapping that takes a set of tensors as
input and returns a set of numbers, each of which corresponds to the 𝐿2-norm of
one of the elements of the input set, that is, 𝑛(𝑆) = {‖𝑠𝑖‖|𝑠𝑖 ∈ 𝑆}.

2.4 Consistency regularization adaptation

In order to train the VCA architecture, consistency regularization, which is a
well-known method of teaching with partial involvement of the teacher, was adapted
to improve the color gamut of an image. This approach does not affect the size or
running time of the model and only slightly complicates the learning process.

The VCA must produce the same results for similar images, which means that
the output of the generator must be invariant under any slight changes in the images.
For this reason, consistency regularization was used during training. In terms of the
notation from the beginning of this section, the 𝐿𝑐𝑟 consistency regularization is
defined as follows:

𝐿𝑐𝑟 = 𝜆

𝑛∑︁
𝑖=1

‖ℎ𝑖(𝐼𝑠𝑜)− ℎ𝑖(𝑇 (𝐼𝑠𝑜))‖2,

where 𝜆 — a weighting factor, 𝑇 (·) — a random image minor modification function,
and ‖ · ‖ denotes the 𝐿2 norm of the given vector.
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In this work, a combination of randomly shifting the image by a few pixels, and
then randomly flipping the image horizontally and vertically as a minor modification
of the image, due to the context of the problem, was used. First of all, 𝐿1 and 𝐿𝑆𝑆𝐼𝑀

were used as loss functions, which are defined as follows:

𝐿1 = ‖𝐼𝑒 − 𝐼𝑔𝑡‖1,

𝐿𝑆𝑆𝐼𝑀 = 1− 𝑆𝑆𝐼𝑀(𝐼𝑒, 𝐼𝑔𝑡),

where ‖ · ‖1 — is the 𝐿1-norm of the given vector, and SSIM is the value of the
structural similarity index [93], 𝐼𝑒, and 𝐼𝑔𝑡 stands for enhanced image and target
image, respectively.

So the best VCA configuration was trained with a combination of 𝐿1, 𝐿𝑆𝑆𝐼𝑀

and 𝐿𝑐𝑟:
𝐿 = 𝐿1 + 𝐿𝑆𝑆𝐼𝑀 + 𝐿𝑐𝑟.

2.5 Implementation of VCA for solving the problem of document
classification

The proposed VCA architecture was implemented as a model for recognizing
identity documents as part of the service for restoring access to the social network ac
count «VKontakte». In this case, a number of restrictions are imposed on the image
of the document, non-compliance with which entails an unambiguous classification
of the image as 𝐶0, i.e. as unsuitable for user identification. These restrictions are
presented below.

– An area of the ID containing the user’s photo as well as the user’s name
and surname, should not contain artificial changes.

– Glare and noise that overlap the area with the photo, as well as the name
and surname, should not interfere with visual identification when the image
is recognized by a person (by an employee of the access recovery department
of the «VKontakte» social network).
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– Eligible for the identity verification process for citizens of the Russian Fed
eration include photographs of documents from list1.

– For citizens of other states for which the automated verification procedure
is supported, a passport photo is required.

The VCA-based model is used in the final service for restoring access to the
«VKontakte» network to implement a filter that operates in a fully automatic mode
and rejects unsuitable applications. There are a number of criteria for rejecting an
application, but the criteria related to the analysis of the ID card image are verified
using a model implemented based on the VCA architecture.

To implement the process of model training and data preparation, the Python
programming language, specialized computer vision libraries OpenCV [94], Dlib [95]
and PIL [96] were used. The Tensorflow [97] deep learning framework was used to
build and train classifier models and data preprocessing. The model was trained on
a cluster equipped with Nvidia Tesla t4 16 GB graphics cards.

2.6 Experiments

This section presents an experimental study of the proposed VCA neural net
work architecture.

Datasets The model that implements the VCA architecture was trained and
tested on the data of the «VKontakte» social network arranged as follows.

Based on many photographs of documents of employees of the «VKontakte»
company, a basic set was created. Further, on the basis of this set, additional
images were obtained using two different procedures. These procedures simulated
two situations that are often encountered in practice: the presence of additional,
user-defined changes to photographs and complex conditions (angles) for shooting
documents.

The first case is important, since it is on the borderline of fraud (creation by
the user of a fictitious document with the aim of hacking the «VKontakte» social
network) and the admissible overwriting of personal data by the user in the photo
of the document, which are not needed for identification (as mentioned above, the

1http://www.consultant.ru/cons/cgi/online.cgi?req=doc;base=LAW;n=149244#008807190564687595

http://www.consultant.ru/cons/cgi/online.cgi?req=doc;base=LAW;n=149244#008807190564687595
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latter requires only Full name and photo of the user, but the number and series of
the document, place of issue, date of birth of the user and other information is not
necessary). To obtain such photographs, the «manual» work of experts was used,
who made acceptable and unacceptable user additions, as well as retouching photos
of identity cards. To simulate unacceptable user changes (photo location area and
full name), automated procedures were used that perform image gluing, retouching,
inserting sections of other images and artificially generated text fragments into the
original identity card images. It was also allowed to overlap different areas of the
image with third-party background objects.

The second procedure consisted in augmenting some of the photos from the
base set by adding artificial elements that imitate artifacts that occur when shooting
in different lighting conditions. Affine transformations were also used here to expand
the number of supported shooting angles.

It should be noted that the expansion of the data set by adding distortion and
other additional artifacts, in addition to the above, was not applied, since the image
samples containing strong distortions of this type do not fit the initial requirements
for the task, and the presence of weak distortions did not significantly affect the
results of the model.

Ultimately, the following three sets of data were received for training and
testing:

– mixed data set, which includes both the original photos of the base set
and photos with additions and changes in angle and shooting conditions;
photographs obtained using the two procedures described above were added
to the base set in proportion to make the data set relevant to real data;

– data set with additions consisted only of images obtained using the proce
dure described above, emulating user changes;

– the complex angles dataset was also created, which included the photos
obtained using the second procedure.

Despite the fact that the mixed sample is as close as possible to the data
entering the system, which is why it is a priority for analysis, additional samples
were selected to study the effectiveness of models in conditions of complex angles
and user additions. The fact is that these circumstances are the most common
scenarios that make it difficult to recognize documents. But it should be noted that
in a mixed data set, the number of elements corresponding to complex conditions is
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not so large as to unequivocally state the quality of the model when the angle varies
and the presence of additions. Moreover, the study of such cases separately allows
you to correct and fine-tune the models to work in difficult conditions.

The total number of samples in the total training dataset was 18,000 and was
evenly distributed across 12 classes. The test set had the following structure: mixed
data set — 6000 images, with additions set — 1000 images, complex angles set —
1000 images.

Quality metrics The main metric by which the quality of the model based
on the VCA architecture was evaluated is 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (precision, 𝑃 ). The service for
restoring access to the account of the social network «VKontakte» should not accept
invalid documents (but it may sometimes not recognize some correct documents).
𝑅𝑒𝑐𝑎𝑙𝑙 (fullness, 𝑅) and 𝐹1 were also measured. All these metrics were calculated
in a standard way [98]. Note that 𝑃 , 𝑅, and 𝐹1 are formulated in terms of a
binary classification, i.e., for one class. To assess the classification quality for several
classes, the metric values for them are averaged over the results obtained for each
class separately. It should also also be noted that the final values of the metrics are
calculated as an average over several iterations with negligible variance.

Depending on the value of the activation threshold, the values of the metrics
𝑃 , 𝑅, and 𝐹1-𝑠𝑐𝑜𝑟𝑒 for each class will differ. As a result, the problem of choosing a
criterion for setting the threshold arises. In this case, there is the following simple
criterion for calculating this threshold. Since the most undesirable error is accepting
an image that is unsuitable for account recovery as acceptable, the threshold value
was chosen according to the maximization of the 𝑅 value for the class of user ID
photos that are unsuitable for account recovery. However, it should be noted that
under the conditions of integration of the model with the final software service, there
is a natural restriction on the minimum value 𝑃 = 0.98 for the class of unsuitable
photos due to the maximum allowable load on the operators of the final document
verification service — they check «manually» documents deemed unsuitable. As a
result, the threshold for the exit responsible for declaring the document unusable
was chosen according to the 𝑅 maximization principle, with the minimum allowable
𝑃 = 0.98, which was achieved with the threshold value 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.956 (Fig. ??).
Note that for VCA outputs corresponding to certain types of ID cards, the threshold
was chosen according to the maximization of P in order to reduce the proportion of
false positives.
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Figure 2.4 — Selection of the activation threshold for the classifier under
conditions of restrictions on𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.

Having thus set the threshold value that generates the maximum possible value
of 𝑟𝑒𝑐𝑎𝑙𝑙 for the class of unsuitable photos, determines the quality metrics presented
in the table 2.

Analogues for comparison For a comparative analysis of the quality of
VCA work, neural network classifiers from the following groups were studied.

– The first group is represented by convolutional classifiers of the families
VGG [16], Inception [65], ResNet [15] and MobileNet [43], which was dis
cussed in detail above.

– The second group of approaches is represented by families of neural network
classifiers using self-attention mechanisms — CoAttNet [77], ViT [80] (see
section 1.2).

– The third group of studied architectures is based on the idea of com
bining textual and visual descriptors/embeddings within a single feature
space (see section 1.2) and is represented by architectures of the CLIP [81],
BLIP [clip2; 44]. The pretrains for these classifiers were obtained on the
open COCO [99] and Flickr30k [100] datasets.

– Also, as analogues for VCA, combined methods were studied, which are a
combination of an autoencoder (see section 2.3), the result of which is pro
cessed using the above neural network add-ons (AE+VGG16, AE+VGG19,
AE+ MobileNet, AE+ResNet, AE+Inception).
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Table 2 — Experimental results
Results on datasets

Models Mixed With additions Difficult angles
𝑃 𝑅 𝐹1 𝑃 𝑅 𝐹1 𝑃 𝑅 𝐹1

VGG16 0.863 0.914 0.888 0.626 0.587 0.606 0.674 0.622 0.647
VGG19 0.871 0.912 0.891 0.631 0.576 0.602 0.672 0.638 0.655
MobileNet 0.897 0.931 0.914 0.678 0.593 0.633 0.691 0.683 0.687
ResNet 0.901 0.933 0.917 0.676 0.624 0.649 0.712 0.698 0.705
Inception 0.913 0.944 0.928 0.699 0.641 0.669 0.722 0.702 0.712
AE+VGG16 0.928 0.810 0.865 0.814 0.733 0.771 0.839 0.708 0.768
AE+VGG19 0.930 0.808 0.865 0.801 0.731 0.764 0.843 0.711 0.771
AE+MobileNet 0.951 0.896 0.922 0.927 0.812 0.866 0.867 0.787 0.825
AE+ResNet 0.962 0.883 0.920 0.920 0.818 0.866 0.865 0.772 0.816
AE+Inception 0.963 0.923 0.943 0.924 0.822 0.870 0.894 0.815 0.853
ViT-B_32(+MLP) 0.970 0.912 0.940 0.963 0.801 0.875 0.965 0.902 0.932
CLIP-ResNet50+MLP 0.989 0.978 0.983 0.970 0.821 0.889 0.942 0.897 0.919
BLIP+MLP 0.993 0.962 0.977 0.969 0.867 0.915 0.935 0.900 0.917
VCA 0.996 0.971 0.983 0.951 0.894 0.922 0.941 0.871 0.905

Analysis of results. The results of calculating the quality metrics of the
implemented models and analogs that satisfy the physical constraints of the cluster
are presented in Table 2.

Despite the fact that a number of modern image classification architectures
showed results comparable to VCA, and even surpassed VCA in some cases (for
example, the ViT-B_32(+MLP) architecture turned out to be the best in samples
with complex angles), on a mixed on a data set that is as close as possible to real data
entering the account access recovery system, VCA demonstrates the best results in
terms of the Precision metric (as mentioned above, this metric is the main one for
the task under consideration).

The reason for the effectiveness of the ViT-B_32(+MLP) architecture is its
ability to focus well on key image fragments, while difficult photography angles
greatly hinder this for other architectures.

It should also be noted the efficiency of the CLIP-ResNet50+MLP classifier,
which outperformed VCA in terms of the R metric value on the mixed dataset, as
well as in the P metric value for the dataset with additions. Such high performance
for this architecture can be explained by the following circumstances. Pretrains of
the CLIP architecture generally perform well on a wide class of image classification
problems due to a special modality matching training procedure that is trained on
a very large and well-balanced dataset. Moreover, the model based on CLIP-Res
Net50+MLP includes an implementation of the concept of attention (though not
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as powerful as in ViT-B_32(+MLP)), which also affects its high efficiency. How
ever, despite all the advantages of the CLIP-ResNet50+MLP architecture, it was
originally designed for general-purpose images, therefore it loses in P on a mixed
sample of the VCA architecture. Good performance on the R metric for CLIP-Res
Net50+MLP on a mixed sample also does not indicate superiority over VCA, since
in this case it demonstrates a lower P value, i.e. skips inappropriate photos, which
critically affects the operation of the entire service.

Note that VCA, in addition to achieving the best result for the main criterion
(the value of 𝑃 on the mixed dataset), is always in the top four solutions when work
ing on the datasets with additions and complex angles according to any considered
metrics (see Table 2), which indicates the stability of the proposed solution when
working in difficult conditions.

2.7 Chapter Conclusion

This chapter presents a VCA neural network architecture for classifying doc
uments with specific constraints. The architecture was implemented as a model
integrated into the social network service «VKontakte», which restores access to the
user’s account based on the provided identity document. The VCA-based model
showed an accuracy of 9.6% on the main (mixed) dataset. Despite the fact that
the result of the nearest predecessor was 99.3%, increasing the accuracy by even
a small percentage in this situation is very important, as it reduces the likelihood
of accepting incorrect documents (this is important from a security point of view).
In addition, in this case, the Error Reduction [101] value for P between the VCA
result and the second best result is 4̃3%, which confirms the significant superiority of
VCA over analogues (the Error Reduction metric denotes a measure of uncertainty
removal and is useful for small increments of various measurements around the 100%
mark).

It should be noted that the VCA architecture, which is capable of extracting
a document image descriptor that is stable relative to the stated conditions for
obtaining photographs, made it possible to successfully solve the problem.
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In the future, it is planned to study the possibility of using the designed archi
tecture for classifying images of documents of various kinds, as well as handwritten
texts, in particular, identity cards, the fields of which are filled in by hand.
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3. Combined neural network architecture for image recognition with
explicit use of textual information

This chapter presents the combined neural network architecture CCIT (Com
bined Classifier of Images with Text) created in the framework of this dissertation
research, which is focused on classifying images using explicit text information pro
cessing. CCIT is designed to recognize images that have textual information with
unique fonts, background and caption colors, sizes, and text styles. Various con
ditions for shooting image objects were also taken into account. The decision on
whether an image belongs to one category or another was made both on the basis
of information obtained from the text and on the basis of visual features. Another
important feature of the considered images, significantly complicating their classifi
cation is the absence of convex elements.

Approaches based on text recognition [85; 86] show good results in recognizing
images obtained by scanning documents. However, factors such as the possible lack
of information necessary for classification in the text of an image and the complexity
of the task of optical character recognition under changing shooting conditions make
methods based only on text recognition ineffective in the context of the problem
under consideration.

The first version of CCIT [6] took into account the information obtained from
the text, as well as the general visual features of the image, but suffered from poor
character recognition quality. Therefore, to improve the efficiency of classification,
the current version of CCIT performs a visual analysis of the text on the image [12;
13]: visual features of the background, visual features of plates with text, semantic
information obtained from the text. In addition to the above, CCIT has additional
descriptors [12; 13] calculated from the neighborhoods of image text elements. These
descriptors contain implicit information about common label styles and other visual
characteristics.

At the moment, many approaches have demonstrated high efficiency in solving
general image classification problems [11]. However, the classification of general
images differs significantly from the problem with the above restrictions [6; 12–
14]. At the same time, such problems are encountered in practice and require the
development of specialized approaches to solve them.
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So, the CCIT architecture performs a complex analysis of various features of
the original image. To do this, it is organized as an ensemble of modules, implying a
clear functional division. Each architecture module has its own purpose: extraction
of general features, selection of an area with text, extraction of characteristic features
of an area with text, analysis of all extracted features and making a final decision.
This approach within CCIT is implemented in several ways.

The CCIT architecture was implemented to solve the problem of classifying
photographs of commercial building facades with advertising signs [6; 10; 13].

3.1 Statement of the problem

Source data — classified images — have the following properties and limita
tions:

– all images were taken under different conditions, from different cameras
that have undergone different calibrations (internal calibration parameters
of cameras may vary and are not known to the classification system);

– input images may contain various visual defects, such as glare, glare, noise
of various nature, including those that hinder optical recognition of text
characters presented in images;

– shooting angles, positioning and alignment of objects in the frame, lighting,
white balance and other imaging parameters are unknown and may vary
significantly between different samples.

Accordingly, the task of classifying images with the above properties can be
formalized as follows: the original image 𝑄 must be assigned to one of the following
predefined classes 𝐶𝑖, where 𝑖 ∈ [0..𝑁 ]. These classes are parameters of the model
that implements the CCIT architecture.
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3.2 Image pre-processing.

In order to maximally level the influence of artifacts that have arisen due to
difficult shooting conditions, the stage of image pre-processing, represented by a
combined neural network architecture for color gamut correction, was added to the
classification stack []. Such a neural network consists of several independent blocks,
the number of which depends on the number of filters used. In each 𝑖 -th block, a
reduced version of the original image 𝐼𝑠𝑜 passes through the ℎ𝑖 parameter generator,
which matches the 𝑝𝑖 parameters to the corresponding 𝑓𝑖 filter. After applying the
filters to the original 𝐼𝑜 image, the final enhanced version of the 𝐼𝑒 image is the sum
of the original images and the output results after applying the custom filters. In
general terms, the color gamut correction module looks like this:

𝐼𝑒 = 𝐼𝑜 +
𝑛∑︁

𝑖=1

𝑓𝑖(𝐼𝑜, ℎ𝑖(𝐼𝑠𝑜)),

where 𝑛 — the number of selected filters.
Let’s take a closer look at the structure of the parameterized filters that were

used in the color gamut correction module.
As the first filter, automatic correction color saturation was used, which is

implemented with using the following formula:

∆[𝑥,𝑦] =

⎧⎨⎩(𝑚− 𝐼𝑖𝑛[𝑥,𝑦]) · (1− 1
1−𝑝), if 𝑝 > 0

−(𝑚− 𝐼𝑖𝑛[𝑥,𝑦]) · 𝑝, otherwise.

𝐼𝑜𝑢𝑡[𝑥,𝑦] = 𝐼𝑖𝑛[𝑥,𝑦] + ∆[𝑥,𝑦],

where 𝑝 ∈ [−1,1] is a trainable parameter characterizing the transformation applied
to each pixel of the input image, and 𝑚 is the average value of the input image
pixels across channels.

In addition to automatic color saturation correction, automatic contrast cor
rection was used, which is set by the transformation of the original image presented
below:
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𝐼𝑜𝑢𝑡[𝑥,𝑦] =

⎧⎨⎩(𝐼𝑖𝑛[𝑥,𝑦]− 0.5) · 1
1−𝑟 , if 𝑟 > 0

(𝐼𝑖𝑛[𝑥,𝑦]− 0.5) · (1− 𝑟), otherwise.

Here, 𝑝 ∈ [−1,1], is the only trainable parameter that specifies the transformation
to apply to each pixel of the input image.

White balance auto-correction is implemented by multiplying the value of the
color channel of each pixel of the input image by the training parameter in the range
[0, 1]:

𝐼𝑐𝑜𝑢𝑡[𝑥, 𝑦] = 𝐼𝑖𝑛[𝑥, 𝑦] · 𝑠𝑐.

For this transformation, three learning parameters were used for the red, green, and
blue channels, respectively.

The automatic exposure correction was emulated as follows:

𝐼𝑜𝑢𝑡[𝑥, 𝑦] = 𝐼𝑖𝑛[𝑥, 𝑦] · 2𝑡.

Convolution-based filters with a special kernel were also used. The most no
table results of these types of transformations have been obtained using a combined
kernel with a mask and a fully trainable convolution. For brevity, we call this type
of kernel a universal kernel. By varying the mask, it is possible to modify the trans
formation based on the universal kernel. An example of this is the use of a special
kernel that adds sharpness to the original image.

The classic representation of the universal kernel convolutional filter looks like
this:

𝐼𝑜𝑢𝑡 = 𝐼𝑖𝑛 ⊛
1

𝜈
𝑃,

where 𝑃 ∈ R3×3 is the fully trained filter kernel matrix and 𝜈 is the sum of 𝑃

elements to normalize the matrix.
The sharpness filter is defined using the helper formula:

𝐼𝑜𝑢𝑡 = 𝐼𝑖𝑛 ⊛
1

𝜈
(𝐾 +𝑀 · 𝑞),

where 𝐾 is the filter kernel matrix, 𝑀 is the mapping matrix of the same form, as
𝐾 and 𝜈 is the sum of the elements of (𝐾 +𝑀 · 𝑞) to normalize the kernel matrix.
The above formula applies to the red, green and blue channels independently with
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their own training parameter. Thus, the sharpness modification is determined by
the following parameters:

𝐾 =

⎛⎜⎜⎜⎜⎜⎜⎝
1 4 6 4 1

4 16 24 16 4

6 24 −476 24 6

4 16 24 16 4

1 4 6 4 1

⎞⎟⎟⎟⎟⎟⎟⎠ ,

𝑀 =

⎛⎜⎜⎜⎜⎜⎜⎝
0.8 0.8 0.8 0.8 0.8

0.8 0.9 0.9 0.9 0.8

0.8 0.9 1 0.9 0.8

0.8 0.9 0.9 0.9 0.8

0.8 0.8 0.8 0.8 0.8

⎞⎟⎟⎟⎟⎟⎟⎠ .

The trained linear transform image was also used as one of the filters. This
transformation can be described by the following expression:

𝐼𝑜𝑢𝑡[𝑥,𝑦] = 𝑃 · 𝐼𝑖𝑛[𝑥,𝑦] + 𝑏,

where 𝑃 ∈ R3×3 denotes the affine transformation matrix to be trained, 𝑏 ∈ R3 is
the trainable vector in RGB color space.

A mapping was also used describing per-channel color transform. This trans
formation consists of a trio of functions that are applied to the red, green, and
blue color channels, respectively. Each function is a linear combination of elements
𝑓1, 𝑓2, ...𝑓𝑛 n-dimensional basis, the coefficients for which are calculated from the
output of the neural network. Therefore, the channel value for each pixel of the
input image is calculated by the following formula:

𝐼𝑐𝑜𝑢𝑡[𝑥,𝑦] = 𝐼𝑐𝑖𝑛[𝑥,𝑦] +
𝑛∑︁

𝑖=1

𝑢𝑖𝑐 · 𝑓𝑖(𝐼𝑐𝑖𝑛[𝑥,𝑦]),

where 𝑓1, 𝑓2, ...𝑓𝑛 is the functional basis mentioned above, 𝑢𝑐 is the learning param
eters (one parameter for each channel).

In this case, only a piecewise basis with the following set of functions was used:

𝑓𝑖(𝑥) = max(0, 1− |(𝑛− 1) · 𝑥− 𝑖+ 1|), 𝑖 ∈ {1,2,...𝑛},
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where 𝑥 is the value of the current pixel in the input image.

3.3 CCIT architecture with OCR module

Basic architecture. Consider the basic version of the combined neural net
work classifier (Fig. 3.1). This model consists of two encoders. The visual feature
encoder for the entire image is represented by a convolutional neural network [17; 43;
59; 102]. The text information encoder consists of [6] blocks sequentially applied to
the input image. The first block is a convolutional text detector EAST [23]. Further,
all the detected text passes through the optical recognition module, which is based
on Tesseract [85]. Then the resulting text is transformed into a vector representation
RoVe [103]. RoVe is a text encoding method that provides some resistance to ty
pos [103], which allows you to neutralize errors in optical character recognition. At
the next step, the obtained features are projected onto the class space by supplying
a fully connected block [104] with SoftMax activation to the input.

Figure 3.1 — General CCIT architecture with explicit text recognition.

Combined model with optical text recognition and poster visual fea
tures analysis module. To improve the quality of the combined classifier let’s add
an additional neural network encoder for the advertising sign image (Fig. 3.2). This
modification allows to significantly improve the result when solving the classification
problem (Section 3.6).
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Figure 3.2 — Model architecture with optical text recognition and a separate
module for analyzing the visual features of an advertising sign.

3.4 CCIT architecture with visual descriptors

In some contexts (for example, when classifying the facades of commercial
buildings), when classifying images, not only the semantics of the text contained in
the image, but also the visual features of the text (fonts, background, etc.) turn
out to be significant [12; 13]. To extract from the image the most important visual
features of the text presented in the images, you can create special descriptors for
areas of the image with text (i.e. visual descriptors). A general diagram of the
CCIT architecture with visual descriptors is shown in Fig. 3.3.

The algorithms for creating such descriptors are described below.

Figure 3.3 — CCIT architecture with visual descriptors.

As can be seen from fig. 3.3, the descriptor calculation algorithm is run on an
additional image composed of areas of the original image where text was detected.
As a result of this algorithm, a vector is obtained, which is concatenated with the
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vector obtained using the encoder of visual features of the entire image. Further,
the vector combined in this way is fed to the input of the resulting classifier.

3.4.1 Type A descriptor

The first descriptor type created by the CCIT architecture is the A [13] type
descriptor. The algorithm for its construction is based on the idea of extracting
the maximum amount of information from the relative position of areas with the
maximum brightness difference. Another important feature of the algorithm for con
structing descriptor A is the independent processing of different words and symbols
of the image due to the repetitive nature of printed text.

In order to implement the ideas stated above, it was decided to set the algo
rithm for calculating type A descriptors as a trace from the movement of objects
of a special type (hereinafter we will call such objects agents). Agents move across
the image independently of each other in steps of a limited size. At each step, each
agent decides on the further direction of movement, according to a certain rule given
to it during initialization. The rules for choosing the direction of movement for each
subsequent step of the agent themselves reflect heuristics, according to which the
trace of the movement of each object will contain useful information when solving
the classification problem under consideration.

As a heuristic for type A descriptor, the idea of moving objects from the
initial position in the direction of maximizing the change in brightness at each step
was used. An example of trajectories, movement of agents with such a movement
strategy is shown in Fig. 3.4.

It should be noted that each agent has a predefined priority direction to avoid
deviation from the main direction of movement due to the presence of contours in
the image that are not associated with text characters. Examples of such contours
are borders and the non-uniform nature of the image background.

Next, consider the algorithm for computing the type descriptor A. The main
component of the descriptors are traces of agents, each of which can be represented
as follows:
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a)
b)

Figure 3.4 — Agents movement trajectories for constructing a type A descriptor
based on the image (original symbols of the advertising poster are marked in

black): a) An example of a horizontal track (marked in blue); b) an example of a
vertical track (indicated in red).

𝑇 𝑣(𝑥0,𝑦0) = (𝑚𝑣
1(𝑥0,𝑦0),...,𝑚

𝑣
𝑁(𝑥0,𝑦0)),

where 𝑇 𝑣(𝑥0,𝑦0) is the trace of an agent with a priority direction of movement
𝑣 and initial position (𝑥0,𝑦0); 𝑚𝑣

𝑖 (𝑥0,𝑦0) stands for direction of movement (belonging
to the set {𝑢𝑝, 𝑑𝑜𝑤𝑛, 𝑙𝑒𝑓𝑡, 𝑟𝑖𝑔ℎ𝑡}) for the step number 𝑖 with priority direction 𝑣

and initial position (𝑥0,𝑦0). 𝑁 means the number of steps in the tracked trace and
is equal to 𝑊/𝑠+𝐻/𝑠.

At each step, the direction of movement is chosen according to the following
rule:

𝑚𝑣
𝑖+1 = argmax

𝑚∈𝑀
(Var[𝐼[𝑥,𝑦]] + 𝑐(𝑚,𝑣)),

where (𝑥,𝑦) ∈ 𝑃 ((𝑥𝑖, 𝑦𝑖), 𝑠), 𝑣 ∈ {𝑢𝑝, 𝑑𝑜𝑤𝑛, 𝑙𝑒𝑓𝑡, 𝑟𝑖𝑔ℎ𝑡}, and 𝑚𝑣
𝑖 (𝑥0,𝑦0) denotes the

direction of movement for the step 𝑖 with priority direction 𝑣 and initial position
(𝑥0,𝑦0), as well as a bonus for moving in the priority direction — 𝑐. The pair
𝑃 ((𝑥𝑖, 𝑦𝑖), 𝑠) denotes the set of coordinates that can be reached with a single step
from the position (𝑥𝑖, 𝑦𝑖) with a step length equal to 𝑠 pixels. 𝑀 denotes the set
of possible directions of steps, i.e. set ({𝑠𝑡𝑎𝑟𝑡, 𝑓𝑖𝑛𝑖𝑠ℎ, 𝑢𝑝, 𝑑𝑜𝑤𝑛, 𝑙𝑒𝑓𝑡, 𝑟𝑖𝑔ℎ𝑡}). This
rule for choosing the direction of the step gives preference to the option in which
the sum of the variance of the values of the stepped pixels (𝑉 𝑎𝑟[𝐼[𝑥,𝑦]]) and the
additional bonus for matching the priority direction (𝑐(𝑚,𝑣)) is maximum . At the
same time, c is defined as a positive constant equal to 0.1 if 𝑚 and 𝑣 match, and
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0 — otherwise. Thus, we aim to maximize the number of boundaries to be crossed,
moving as orthogonally as possible to them at each step.

Thus, we calculate the final descriptors for each priority direction of movement:

𝑇 𝑢𝑝 = (𝑇 𝑢𝑝(𝑥0,𝐻),...,𝑇 𝑢𝑝(𝑥𝐴,𝐻)),

𝑇 𝑑𝑜𝑤𝑛 = (𝑇 𝑑𝑜𝑤𝑛(𝑥0,0),...,𝑇
𝑑𝑜𝑤𝑛(𝑥𝐴,0)),

𝑇 𝑙𝑒𝑓𝑡 = (𝑇 𝑙𝑒𝑓𝑡(𝑊,𝑦0),...,𝑇
𝑙𝑒𝑓𝑡(𝑊,𝑦𝐵)),

𝑇 𝑟𝑖𝑔ℎ𝑡 = (𝑇 𝑟𝑖𝑔ℎ𝑡(0,𝑦0),...,𝑇
𝑟𝑖𝑔ℎ𝑡(0,𝑦𝐵)),

where 𝐴 and 𝐵 denote the number of agents with horizontal and vertical
priority directions of traffic, respectively. 𝑊 and 𝐻 stand for the width and height
of the original image. As a result, descriptors for all priority directions are combined
(using concatenation) into a resultant, which can be described as follows:

𝑇 = (𝑇 𝑢𝑝, 𝑇 𝑑𝑜𝑤𝑛, 𝑇 𝑙𝑒𝑓𝑡, 𝑇 𝑟𝑖𝑔ℎ𝑡).

Statement 1. The type A descriptor algorithm presented above takes 𝑂(𝑊+

𝐻) steps, where 𝑊 and 𝐻 denote the width and height of the original image.
Proof. Note that the decision-making process of each agent at each step is

solved by enumeration of all possible options (the number of which is limited by the
power of the set of possible directions of movement — there are exactly 4 of them),
that is, it is a constant.

We also note that the number of steps for each agent is bounded from above
by the image dimensions and depends linearly on them. That is, for horizontal
movements, the number of steps does not exceed 𝑊/𝑠, where 𝑠 is the step size in
pixels. For vertical movements of each agent, the number of steps is limited by the
constant 𝐻/𝑠. Thus, the length of each trajectory is bounded from above by the
number 𝑁 = 𝑊/𝑠+𝐻/𝑠.

The number of agents itself is equal to a fixed value 𝑁𝑎 for each direction of
movement.

Thus, the total number of agent steps to construct a type descriptor A does
not exceed = 4 * 4 *𝑁𝑎 *𝑁 .
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Based on the above, the algorithm that constructs the type A descriptor ac
cording to the description provided in the section has a computational complexity
of 𝑂(𝑊 +𝐻) , i.e. takes 𝑂(𝑊 +𝐻) steps.

Statement 2. The presented algorithm for computing the type A descriptor
makes the number of steps linearly dependent on 𝑁𝑎 and 𝑠 (hyperparameters of the
algorithm for constructing the type A descriptor), where 𝑁𝑎 is the number of agents
for each priority direction of movement, 𝑠 — step size in pixels.

Proof. The correctness of this assertion follows directly from the proof of
assertion 1.

Thus, it follows from statements 1 and 2 that the running time of the algorithm
for constructing an image descriptor of type A turns out to be linear in the size of
the image itself and its hyperparameters. Most similar descriptors have quadratic
complexity [24; 26; 105]. At the same time, image sizes in practice turn out to
be very large: modern smartphones have 12 to 108 megapixels, smartphones sup
porting 200 megapixel images will appear in the near future (recall that 𝑊 and 𝐻

are measured in pixels). The linearity of the algorithm in hyperparameters is also
important, since, for example, SIFT [106] and HOG [26] are non-linear, and they
use additional methods to speed up that are not applicable to this problem (in our
case, we need to work at the maximum image resolution to take into account the vi
sual characteristics of the text). Thus, the complexity of the descriptor construction
algorithm is one of the key characteristics of the final solution.

In conclusion, we note that the algorithm for constructing the descriptor A
can be easily parallelized in view of the independence of the calculation of the trace
of each agent.

3.4.2 Type B descriptor

Let’s consider one more type of descriptor of image area with text [12] — type
B descriptor. This descriptor is similar to type A descriptor: the general vectorized
representation of the image with text is also represented as a union of traces of
agents’ movement; each agent also has a priority direction of movement. The main
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difference of the construction algorithm lies in the strategy of choosing the direction
of movement at each step of the agent.

Let us consider in more detail the procedure for constructing a type descriptor
B. In this algorithm, the movement strategy of each agent is based on the idea of
moving along significant contours. This movement principle is described as follows:

𝑚𝑣
𝑖+1 = 𝑎𝑟𝑔𝑚𝑎𝑥

𝑚∈𝑀𝑝

(|𝑅𝑖
1 −𝑅𝑖

2|+ 𝑐𝑝 * 1{𝑝}(𝑚)),

(𝑅𝑖
1, 𝑅

𝑖
2) =

⎧⎨⎩(𝑅𝑖
𝑢𝑝, 𝑅

𝑖
𝑑𝑜𝑤𝑛), if |𝑅𝑖

𝑢𝑝 −𝑅𝑖
𝑑𝑜𝑤𝑛| > |𝑅𝑖

𝑙𝑒𝑓𝑡 −𝑅𝑖
𝑟𝑖𝑔ℎ𝑡|

(𝑅𝑖
𝑙𝑒𝑓𝑡, 𝑅

𝑖
𝑟𝑖𝑔ℎ𝑡), otherwise,

𝑅𝑖
𝑢𝑝 = 𝐼[𝑥𝑖 − 𝑠/2 : 𝑥𝑖 + 𝑠/2; 𝑦𝑖 − 𝑠 : 𝑦𝑖],

𝑅𝑖
𝑑𝑜𝑤𝑛 = 𝐼[𝑥𝑖 − 𝑠/2 : 𝑥𝑖 + 𝑠/2; 𝑦𝑖 : 𝑦𝑖 + 𝑠],

𝑅𝑖
𝑙𝑒𝑓𝑡 = 𝐼[𝑥𝑖 − 𝑠 : 𝑥𝑖; 𝑦𝑖 − 𝑠/2 : 𝑦𝑖 + 𝑠/2],

𝑅𝑖
𝑟𝑖𝑔ℎ𝑡 = 𝐼[𝑥𝑖 : 𝑥𝑖 + 𝑠; 𝑦𝑖 − 𝑠/2 : 𝑦𝑖 + 𝑠/2],

where 𝑚𝑣
𝑖 — the direction of movement, 𝑖 — the step number, 𝐼 is the input image,

and (𝑥,𝑦) — coordinates of a pixel (agent’s position) on the considered image. With
the help of 𝑝 the priority direction of movement is indicated, and with the help
of 𝑀𝑝 — a subset of {𝑢𝑝, 𝑑𝑜𝑤𝑛, 𝑙𝑒𝑓𝑡, 𝑟𝑖𝑔ℎ𝑡} (permissible movements, depending
on the set priority direction 𝑝). To support the priority direction of movement of
agents, a bonus 𝑐𝑝 has been introduced. It should also be noted that each agent
always moves 𝑠 pixels with each step. Thus, at each step, the agent compares
the absolute brightness difference in adjacent vertical directions (𝑅𝑖

𝑢𝑝, 𝑅
𝑖
𝑑𝑜𝑤𝑛) and

adjacent horizontal directions (𝑅𝑖
𝑙𝑒𝑓𝑡, 𝑅

𝑖
𝑟𝑖𝑔ℎ𝑡), choosing the direction of the next step,

taking into account the bonus for moving in the priority direction 𝑐𝑝 * 1{𝑝}(𝑚).
This is done by choosing a direction that maximizes the sum of the maximum
absolute brightness difference in adjacent directions (𝑅𝑖

1, 𝑅
𝑖
2) and the bonus term of

the priority direction of movement equal to 𝑐𝑝 (0.1 in the case of movement in the
priority direction and 0 in otherwise).
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As a result, the trace of each agent with a predefined priority direction of
movement can be expressed as follows:

𝑇 𝑝(𝑥0,𝑦0) = (𝑚1(𝑥0,𝑦0),...,𝑚𝑁(𝑥0,𝑦0)),

where 𝑇 𝑝(𝑥0,𝑦0) — the trace of the agent with priority direction 𝑝 and initial
position (𝑥0,𝑦0); 𝑚𝑖(𝑥0,𝑦0) denotes the movement chosen by the agent at step 𝑖 with
predefined initial position and movement direction. 𝑁 — the length of each trajec
tory (if the edge of the image is reached before the agent takes 𝑁 steps (initialized
with 𝑊/𝑠+𝐻/𝑠), then the remaining steps are filled with a special value). Thus, the
trajectories of this type of descriptors tend to lie along the contours of the original
image (Fig. 3.5).

a) b)

c) d)
Figure 3.5 — An illustration of the trace of agents with a movement strategy

characteristic of type B descriptors:
a,b) trajectories with a horizontal priority direction;

c,d) trajectories with a vertical priority direction of movement.
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Further, all trajectories are grouped according to priority directions and initial
positions:

𝑇 𝑢𝑝 = (𝑇 𝑢𝑝(𝑥0,𝐻),...,𝑇 𝑢𝑝(𝑥𝐴,𝐻)),

𝑇 𝑑𝑜𝑤𝑛 = (𝑇 𝑑𝑜𝑤𝑛(𝑥0,0),...,𝑇
𝑑𝑜𝑤𝑛(𝑥𝐴,0)),

𝑇 𝑙𝑒𝑓𝑡 = (𝑇 𝑙𝑒𝑓𝑡(𝑊,𝑦0),...,𝑇
𝑙𝑒𝑓𝑡(𝑊,𝑦𝐵)),

𝑇 𝑟𝑖𝑔ℎ𝑡 = (𝑇 𝑟𝑖𝑔ℎ𝑡(0,𝑦0),...,𝑇
𝑟𝑖𝑔ℎ𝑡(0,𝑦𝐵)).

where 𝐴 and 𝐵 denote the number of horizontally and vertically oriented agents,
respectively. 𝑊 — original image width, 𝐻 — height.

As a result, all groups of trajectories in priority directions are combined by
concatenation into the final representation of the descriptor, which is formalized as
follows:

𝑇 = (𝑇 𝑢𝑝, 𝑇 𝑑𝑜𝑤𝑛, 𝑇 𝑙𝑒𝑓𝑡, 𝑇 𝑟𝑖𝑔ℎ𝑡).

Statement 3. The proposed method for constructing a type descriptor B
takes 𝑂(𝑊 +𝐻) steps, where 𝑊 and 𝐻 denote the width and height of the image
in question.

Proof. Note that the decision-making process of each agent at each step is
solved by enumeration of all possible options (the number of which is limited by the
power of the set of possible directions of movement — there are exactly 4 of them),
that is, it is a constant.

We also note that the number of steps for each agent is bounded from above
by the image dimensions and depends linearly on them. That is, for horizontal
movements, the number of steps does not exceed 𝑊/𝑠, where 𝑠 is the step size in
pixels. For vertical movements of each agent, the number of steps is limited by the
constant 𝐻/𝑠. Thus, the length of each trajectory is bounded from above by the
number 𝑁 = 𝑊/𝑠+𝐻/𝑠.

The number of agents itself is equal to a fixed value 𝐴 for each vertical direction
of movement and 𝐵 — for each horizontal direction of movement.

Thus, the total number of agent steps to construct a type descriptor B does
not exceed the value = 4 * 2 * (𝐴+𝐵) *𝑁 .
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Based on the foregoing, we can conclude that the algorithm for constructing
a type descriptor B has a computational complexity of 𝑂(𝑊 + 𝐻), i.e. takes
𝑂(𝑊 +𝐻) steps.

Statement 4. The presented algorithm for calculating the type B descriptor
makes the number of steps linearly dependent on 𝐴 and 𝐵 (hyperparameters of the
type B descriptor construction algorithm), where 𝐴 is the number of descriptors for
each priority vertical direction of movement, 𝐵 — the number of handles for each
priority vertical direction of movement.

Proof. The correctness of this assertion follows directly from the proof of
statement 3.

3.4.3 Type C descriptor

Consider another type of special descriptor for an image area with text (type
C descriptor). The description of the construction procedure of this descriptor al
most completely coincides with the description of the type B descriptor. The only
difference is that after the agent deviates from the priority direction, the bonus from
the agent’s movement in the priority direction is equal to zero. Thus, the agent is
hung on a meaningful image object (Fig. 3.6).

The rule for choosing the direction of the agent’s movement at the next step
is specified as follows:

𝑚𝑣
𝑖+1 = 𝑎𝑟𝑔𝑚𝑎𝑥

𝑚∈𝑀𝑝

(|𝑅𝑖
1 −𝑅𝑖

2|+ 𝛼 * 𝑐𝑝 * 1{𝑝}(𝑚)),

where 𝛼 = 1 if the direction of movement did not change, otherwise 0.
Thus, each agent is released from the influence of the priority direction of

movement only when the first significant element of the image is reached. That is,
the C type descriptor repeats the idea of the B type descriptor, moving along the
boundaries of the maximum brightness difference (maximizing the absolute bright
ness difference in adjacent directions |𝑅𝑖

1 − 𝑅𝑖
2|), while the component that makes

the agent move in the priority direction 𝑎𝑙𝑝ℎ𝑎 * 𝑐𝑝 * 1{𝑝}(𝑚)) vanishes due to the
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a) b)

c) d)
Figure 3.6 — An illustration of the agent trace when constructing a C type

descriptor:
a,b) trail of agents with a priority horizontal direction of movement;

c,d) trail of agents with a priority vertical direction of motion.



66

special multiplier 𝛼 as soon as the agent is affected by the contour. As a result, the
agent is attached to the first detected contour.

Statement 5. The proposed algorithm for constructing a type descriptor C
takes 𝑂(𝑊 +𝐻) steps, where 𝑊 and 𝐻 denote the width and height of the image
in question.

Proof. The proof is similar to assertion 3.
Proposition 6. The presented algorithm for computing the type B descriptor

makes the number of steps linearly dependent on 𝐴 and 𝐵 (hyperparameters of the
type A descriptor construction algorithm), where 𝐴 is the number of descriptors for
each priority vertical direction of movement, 𝐵 – - the number of handles for each
priority vertical direction of movement.

Proof. The correctness of this assertion follows directly from the proof of
assertion 5.

3.5 Photo recognition system for facades of commercial buildings with
advertising signs

The task of classifying photographs of facades of commercial buildings by the
type of services provided is related to the task of recognizing images of identity
cards. Both of the listed tasks are image classification tasks with the presence of a
visual representation of text, obtained using image capture tools in difficult shooting
conditions.

However, images in the context of the task of classifying commercial facades are
much more variable, since shooting (creating images) takes place in the street, under
different lighting conditions using mobile devices (smartphones) with a wide variety
of camera characteristics and settings, etc. Therefore, a more complex solution is
required. on the other hand, there were no requirements for high accuracy rates
(Precision).

The model was deployed on a server equipped with an Intel i7 3.5 GHz pro
cessor, 64 GB, RAM, 2 NVidia Tesla t4 16 GB graphics cards.

The model training server was configured with four 16GB NVidia Tesla t4
graphics cards, 64GB RAM, and an Intel i7 4GHz processor.
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The model was trained and worked on the basis of the Tensorflow [97] deep
learning framework. To develop models and support additional data processing and
preparation operations, the Python programming language and additional computer
vision and image processing frameworks — PIL [96] and OpenCV [94] were used. Be
low is an approbation of the previously described variants of the CCIT architecture
on datasets.

3.6 Experiments

This section presents an experimental study of the developed image classifica
tion methods.

Datasets
To investigate the effectiveness of the CCIT architectures options described

above, a Signboard Classification Dataset (SCD)1 was collected, marked up and
made publicly available. This set includes photographs of commercial building fa
cades with advertising signs (fig. 3.7). All elements of the SCD were divided into 4
categories according to the type of service provided: restaurants, hotels, shops, other
(anything that does not fall into the listed categories). The images for the SCD were
taken from the Google Street View [107] public dataset and from the Flickr [108]
image host. All samples obtained from the Flickr hosting are distributed under a
license allowing their use for research purposes. The performance of all CCIT vari
ants was studied on SCD subsamples containing 357, 1000, 2000, and 3000 images.
Each subsample was divided into a training set, a testing set, and a hyperparameter
validation set in one of the most commonly used proportions — 5:1:1. It should also
be noted that in each sample, all classes are represented by approximately the same
set of elements. Previously, augmentations were applied to the images by an angle
of up to 10 degrees and a shift of up to 15 pixels in various directions.

Quality metrics. To study the effectiveness of the use of various CCIT
options in solving the problem of classifying the facades of commercial buildings by
the type of services provided, the classification quality metric was used — 𝐹1. For
the binary classification case, formulated similarly to Section 2.6.

1https://github.com/madrugado/signboard-classification-dataset

https://github.com/madrugado/signboard-classification-dataset
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a) b) c) d)

Figure 3.7 — Illustrations of elements from the SCD dataset:
a) photograph of the hotel facade;

b) a photo of the shop front;
c) the image of the facade of the restaurant with an advertising sign;

d) photograph with a sign that does not belong to the categories listed above (class
’other’).

To evaluate the efficiency of the classifier in solving the problem of multiclass
classification, the values of 𝐹1 were averaged over all 4 considered classes. The best
results on test samples for each model and dataset configuration are presented in
the table 3.

For definiteness, the threshold for calculating metrics was set as follows way
to maximize 𝐹1. Due to the lack of additional conditions in the problem statement,
a balanced quality metric was chosen. For each method and all classes, the 𝐹1

was averaged, after that, a threshold that maximizes the value of this metric was
selected.

Comparable analogues. General image classification models have been
tested as alternative approaches for implementations of CCIT architectures.

Similarly to these approaches, implementations of CCIT architectures with an
OCR module and various types of descriptors were trained and tested on the given
data sets (see sections 3.4, 3.4.1, 3.4.2, 3.4.3).

Analysis of the results. The results of the experiments are shown in Table 3.
We can note the low efficiency of all the considered models on the CFD-357

dataset. This circumstance is due to the extreme conditions for training deep models
to work with multimodal content — 357 original images to which data augmenta
tion was applied. However, for successful generalization of models, such a volume
of data in the training sample was not enough. This justification is supported by
the increase in the quality metric values for each of the studied architectures as the
number of elements in the studied data sets increases — CFD-1000, CFD-2000,
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CFD-3000 contain 1000, 2000 and 2000 original images of commercial building fa
cades, respectively , which significantly enriches the feature space.

When considering the experimental results, the second noteworthy fact is the
degradation of the quality metric value for the CCIT-OCR modification. The reason
for this circumstance is the insufficient information content of the text presented on
the images of the facades of commercial buildings. Note that CCIT modifications
that use special descriptors for areas with a visual representation of text instead of
explicit OCR showed better results and are more suitable for solving this problem.

We also note that the quality metrics for various variants of descriptors A, B,
and C demonstrate a significant increase in the quality of classification. This fact is
evidence of the advantage of later heuristics (B over A, C over B), which implement
more and more optimal strategies for moving agents. The movement strategy of
agents for a descriptor of type B, which regulates movement along the contours,
turned out to be more informative than the movement strategy for a descriptor of
type A, crossing the contours. This one also speaks in favor of the importance of
contour information. The agent movement strategy for the C type descriptor turned
out to be even more efficient, since this strategy takes into account the peculiarity
of printed text — its division into characters.

Table 3 — 𝐹1 values on test samples for various SCD configurations.
Model CFD-357 CFD-1000 CFD-2000 CFD-3000
VGG16 0.11 0.19 0.22 0.30
VGG19 0.13 0.25 0.28 0.32
MobileNet 0.12 0.22 0.20 0.28
ResNet 0.18 0.38 0.41 0.43
Inception 0.13 0.33 0.39 0.41
ViT-B_32(+MLP) 0.17 0.40 0.42 0.43
CLIP-ResNet50+MLP 0.20 0.43 0.45 0.44
BLIP+MLP 0.22 0.40 0.46 0.47
CCIT-OCR 0.24 0.47 0.46 0.43
CCIT-type А 0.28 0.51 0.58 0.62
CCIT-type B 0.38 0.59 0.61 0.70
CCIT-type С 0.35 0.63 0.66 0.74

As can be seen from the table 3, the best values of metrics and qualities are
achieved by implementing the CCIT architecture with a special type descriptor C.
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3.7 Chapter Conclusion

In this chapter, the combined neural network architecture CCIT was presented
for solving problems of image classification with the presence of text fragments under
the condition of different image quality and the presence of defects in them. Variants
of the CCIT architecture with additional descriptors of text areas of the image
were also presented, which made it possible to significantly improve the quality of
image processing. In particular, the application of this approach was studied on the
example of solving the problem of classifying photographs of facades of commercial
buildings by the type of services provided. To build an experimental base, several
versions of data sets were collected for training and testing models.

The results of the experiments show the low efficiency of general image clas
sifiers compared to models based on CCIT architectures. This circumstance may
be due to the lack of an explicit analysis of the visual representations of the text,
which are very different from general images in terms of the relationship between
the semantics of the image and the low-level graphic primitives presented (such as
the nature of the contours and brightness differences, for example). This hypothesis
is also supported by the high efficiency of architectures with attention compared to
other general image classifiers. The ability to clearly focus attention on some areas of
the image, which increases the quality metrics, indicates the importance of the idea
of localization for solving problems of image processing with visual representations
of text.

Thus, the conducted experiments have demonstrated the effectiveness of using
CCIT (the best result on SCD at the moment among neural network approaches
with 𝐹1 = 0.74) and special descriptors for solving problems of image classification
with text fragments. It should be noted here that various variants of the CCIT
architecture have emerged over time to improve the quality of the models. For these
purposes, a number of heuristics were gradually formed, each of which turned out
to be more successful in practice than the others. The CCIT-OCR modification
used the semantics of explicitly detected text, which made it possible to achieve an
advantage over most of the general classification methods studied. However, with
the expansion of the data set, degradation of quality metrics began to appear, which
demonstrated the insufficient expressive ability of the methods for extracting seman
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tics from the text for this task, which was associated with the presence of a large
number of proper names and titles in the texts of signboards. To solve this problem,
a modification of CCIT with a special type descriptor A was created, based on the
idea of the importance of the visual representation of text. To further improve the
quality of the classification, the agent movement strategy (CCIT architecture with
a special type B descriptor) was modified in such a way as to force the agents to
move along the text contours, which showed an increase in efficiency. This circum
stance emphasized the importance of extracting contour information. Subsequently,
another idea was formed to achieve even higher quality (CCIT architecture with
type C descriptors): separation of contour characteristics for various text elements.
That is, for each agent, we modify the movement rule so that the agent is maximally
attached to the first found object.

Thus, the use of the ideas of creating special descriptors to take into account
the signs of the visual representation of the text made it possible to significantly
improve the quality of solving the class of problems under consideration.
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Conclusion

In the course of the dissertation research, the following main results were
obtained.

1. A review and analysis of methods for classifying and processing images
applicable to the analysis of images containing a visual representation of
text has been prepared.

2. The architecture of the combined neural network VCA classifier for clas
sifying scene images with visual text elements without the use of optical
character recognition is presented.

3. Architectures of combined CCIT neural network classifiers are presented
for classifying images of scenes with visual elements of text, using special
methods for extracting semantics from the visual representation of text.
For CCIT architectures modules for extracting special descriptors for image
areas with a visual representation of text have been developed.

4. An experimental analysis of the developed neural network models has
demonstrated their high efficiency, which is superior to the efficiency of
general image classification methods in classifying images with a visual rep
resentation of text.

Further work on this topic can be directed towards creating expressive and
lightweight image descriptors with text and developing more efficient procedures for
computing them. It is possible to integrate convolutional image encoders based on
new neural network architectures for efficient feature extraction. It is also possible
to refine the presented schemes of combined models (adding and editing modules) to
achieve greater efficiency. In addition, an interesting direction for further expansion
of the VCA architecture may be the analysis of documents whose fields are filled in
by hand.
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