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## Introduction

Field emission is a fundamental method for generating electron beams in vacuum and plays a crucial role in various practical and research applications, including electron vacuum devices, light sources, and electron microscopy [48, 49]. With the growing demand for electron sources in applications such as flat-panel displays, compact microwave amplifiers, nanolithography, electron beam microscopy, and portable Xray tubes, global research efforts have focused on alternative electron sources that are smaller in size and highly efficient. Cold cathodes utilizing field emission are promising candidates for such electron sources.

Field emission electron sources, renowned for their outstanding characteristics such as a wide temperature range, low radiation, and high spatial resolution, find applications in vacuum electronic devices such as pressure sensors, electron guns, and microwave amplifiers [73, 81]. Electron emission materials are the key to developing field emission emitters. Extensive studies have been conducted on various cathode materials, including metal oxides, metals, silicon and its carbide, carbon-based materials, and various composites [34, 66, 110].

In the past two decades, researchers have shown significant interest in studying the field emission properties of different materials used for field emission cathodes. For an effective field emitter, the material should exhibit sufficient emission current with high stability, long lifetime, high brightness, low work function, chemical inertness, high melting temperature, and mechanical strength [20, 109].

Among numerous nanomaterials, carbon allotropes (carbon nanostructures) such as carbon nanotubes, diamond-like carbon films, graphene, etc., possess similar structures and exhibit excellent thermal conductivity, electrical conductivity, and mechanical properties. They also exhibit higher and more stable current densities at minimal electric fields [29, 60, 62, 72, 92]. Recently investigated two-dimensional layered materials are expected to find wide applications in the development of new nanoscale devices [23]. The high aspect ratio of carbon nanotubes and the sharp edges of graphene make them ideal for achieving high-performance field emission. The field emission characteristics of such emitters, including volt-ampere characteristics, current stability, and emission center distribution, have been investigated both experimentally and theoretically. Carbon nanotubes are unique due to their exceptional
physicochemical properties and potential applications in various fields, including biomedical applications, energy conversion, supercapacitors, gas sensing, and field emission [21, 48, 75, 96, 111].

In addition to carbon-based nanostructures, various compounds, particularly semiconductors, are actively being explored as efficient field emitters [51]. Also numerous experiments are being conducted to create effective field emitters based on metals and various composites [52, 76, 82, 84, 107].

A field emitter can consist of either a single tip or an array of tips. Single-tip field emitters, acting as point electron sources, are the main components of electron beam control and measurement instruments and microfabrication equipment, such as scanning electron microscopy, transmission electron microscopy, and electron beam lithography $[24,67]$. As an alternative to the traditional single-emitter structure, arrays with multiple emitters, such as vertically aligned carbon nanotubes, are widely used to achieve improved electron cathode configurations, high efficiency, and longterm stability [59, 63, 74].

## Relevance of the investigation topic

Field emitters have attracted researchers' attention due to their unique emission properties and potential technological applications. The main characteristics of devices utilizing field emission cathodes are their small geometric dimensions and low power consumption for efficient operation. All of these factors make such devices highly promising for the development of various compact devices [48, 49].

However, the design of field emitters involves complex processes in field electron emission. While simple pointed structures with a high aspect ratio provide the best field enhancement, they are less mechanically stable than structures with lower aspect ratios, which offer a compromise between electrostatic field enhancement and other practical considerations such as mechanical stability. Additionally, some emitter formation processes naturally create structures with complex shapes [81][111].

Moreover, single emitters systems typically yield low emission current values. Depending on the device's purpose, there are several methods to achieve the desired total current in a field emission system. Firstly, multi-tip systems allow for increased current. Numerous experimental studies have been conducted with arrays of field cathodes of various shapes. However, due to the mutual influence of multiple emitters
on each other, known as the shielding effect, it is necessary to investigate such influence and determine the optimal set of geometric parameters for the system, such as packing density, where packing density refers to the ratio of the distance between adjacent emitters to the length of the emitter itself.

Therefore, the second method involves increasing the emission area of the field cathode itself. Blade-shaped field cathodes have a significantly larger emission area compared to single-pointed emitters, allowing for an increased overall current in the emission system. The edges of two-dimensional semiconductor nano-material layers, such as graphene, also exhibit high emission efficiency and can be considered as field emitters.

The goal of the work - is to perform mathematical modeling of axially symmetric and planar symmetric diode emission systems based on field emission electron cathodes

## Tasks set to achieve the goal:

1) To construct a mathematical model of an axially symmetric diode system with a single field emission cathode of a specific shape in a cylindrical coordinate system.
2) To develop mathematical models for planar symmetric diode systems with single blade-shaped field emission cathodes and multi-emitter systems in a Cartesian coordinate system.
3) To construct a mathematical model of a blade-shaped field emitter with a dielectric coating at the apex in a polar coordinate system.
4) To determine the distribution of electrostatic potential throughout the system domain for each of the presented field cathode models, taking into account the influence of dielectrics.
5) To develop a suite of computational programs that implement the proposed mathematical models for emission systems with field emission cathodes.

Compliance with the passport of the specialty 1.2.2. The objectives of the dissertation research align with the following research directions of specialization 1.2.2 "Mathematical modeling, numerical methods, and software packages ":

Development of new mathematical methods for modeling objects and phenomena correspond to the tasks 1) - 3 );

Qualitative or analytical methods for studying mathematical models corresponds to the task 4);

Implementation of efficient numerical methods and algorithms in the form complexes of problem-oriented programs for computational experiment corresponds to the task 5).

## Scientific novelty of the work.

In order to assess the effectiveness of a particular modeling method, it is necessary to calculate the distribution of the electrostatic potential throughout the system. The zero equipotential contour obtained from the potential calculation visualizes the shape of the cathode. This allows for control over the cathode surface shape by varying the parameters of the considered problem, thus determining whether the corresponding method is suitable for modeling within the required range of geometric parameter measurements.

For the first time, analytical formulas are presented for calculating the distribution of the electrostatic potential:

- in axially symmetric diode systems based on a single hollow-shaped field emitter in cylindrical coordinates, taking into account the dielectric layer;
- in plane symmetric diode systems, both with single blade-shaped field cathodes and multi-emitter systems in Cartesian and polar coordinate systems, considering dielectric layers.


## Research methods.

The main research methods employed in this study include mathematical physics methods, differential equations, mathematical modeling, and applied programming.

## Practicle significance.

The advantage of mathematical modeling of field emission systems lies in facilitating the study of key parameters of the system itself, such as emitter height, apex radius, and array geometry, while assuming conceptual simplicity. These models allow for the calculation of potential distribution and electric field, both for single emitters and arrays, by providing simple analytical expressions instead of solving three-dimensional problems with complex boundary conditions.

## The results, presented for the defence:

- physical and mathematical models of field emission systems with single cathodes in cylindrical, polar, and Cartesian coordinate systems, considering both with and without dielectric layers,
- physical and mathematical models of field emission systems with multiple emitters in a Cartesian coordinate system, considering both with and without dielectric layers,
- methods for calculating the electrostatic potential throughout the domain of each of the presented emission systems,
- analytical formulas for the distribution of the electrostatic potential,
- a software complex for calculating the distribution of the electrostatic potential, implementing the proposed mathematical models of emission systems with field cathodes.


## Reliability of the obtained results.

All the results of modeling field emission systems presented in the dissertation were obtained through properly formulated problem statements, rigorous mathematical methods in analytical derivations, and validated through numerical experiments. All these results have been reported at several international conferences and published in three Russian peer-reviewed journals listed in the Higher Attestation Commission (VAK) and indexed in the SCOPUS database.

## Approbation of work.

The results of the dissertation work were presented at scientific seminars of the Department of Modeling of Electromechanical and Computer Systems at the Faculty of Applied Mathematics and Control Processes of Saint Petersburg State University, as well as at the following international conferences:

- Young Researchers in Vacuum Micro/Nano Electronics, VMNE-YR 2016, St. Petersburg, Russia;
- 14th International Baltic Conference on Atomic Layer Deposition, BALD 2016, St. Petersburg, Russia;
- Young Researchers in Vacuum Micro/Nano Electronics, VMNE-YR 2017, St. Petersburg, Russia;
- XLIX International Conference "Control Processes and Stability"(CPS'18), April 2-5, 2018, St. Petersburg, Russia.
- L International Conference "Control Processes and Stability"(CPS'19), April 8-11, 2019, St. Petersburg, Russia.
- LI International Conference "Control Processes and Stability"(CPS'20), April 20-24, 2020, St. Petersburg, Russia.
- IV International Conference "Stability and Control Processes"dedicated to the 90th anniversary of Professor V.I. Zubov, corresponding member of the Russian Academy of Sciences (SCP), October 5-9, 2020, St. Petersburg, Russia.
- 7th ITG International Vacuum Electronics Workshop (IVEW) 2020 and 13th International Vacuum Electron Sources Conference (IVeSC) 2020, Bad Honnef, Germany.
- LII International Conference "Control Processes and Stability"(CPS'21), April 5-9, 2021, St. Petersburg, Russia.


## Personal contribution.

The dissertation represents a completed independent work that possesses all the characteristics of relevance, scientific novelty, and practical significance. The problem formulation was provided by Vinogradova E.M. Consultations on the methodology for solving the formulated problems were conducted by Vinogradova E.M. and Egorov N.V.

The author's personal contribution consists of direct and active participation in all stages of the research, including problem formulation and development of modeling methods.

The author of the dissertation implemented the methods for solving the formulated problems and wrote computer programs in accordance with the analytical solutions obtained by them.

All the results presented in the dissertation were personally obtained by the author.

## Publications.

The main results on the topic of the dissertation are presented in 12 scientific publications $[5,6,11,12,13,14,32,33,35,43,97,99]$, three of which are published in journals listed in the VAK list [5, 6, 43], six in publications indexed in SCOPUS and Web of Science [5, 6, 32, 97, 99, 43], and in the author's final graduate work [15].

## The structure of the dissertation.

The structure of the dissertation consists of an introduction, four chapters, and a conclusion. The complete volume of the dissertation is ... pages and ... figures. The list of references contains ... entries.

The introduction provides justification for the relevance of the study's topic, its scientific and practical significance. It formulates the aim and objectives of the research, describes the research methods, and presents the main propositions to be defended.

Chapter I is devoted to the modeling of diode and triode electron-optical systems based on a field emitter with a sharp edge in cylindrical coordinate system. Since any equipotential surface can be considered as the cathode surface, the influence of the cathode on the field distribution is replaced by a system of circular charged wires to calculate the electrostatic potential.

As a result of modeling an axially symmetric diode system based on a field emitter with a sharp edge, with two different dielectrics filling its internal region, the distribution of electrostatic potential is obtained explicitly.

When modeling an electron gun with a hollow cathode in the form of a triode system with a modulator and two dielectric layers, the solution of the initial problem is reduced to solving a system of linear algebraic equations for the coefficients of series that appear in the potential expansion using eigenfunctions.

Chapter II presents a method for modeling planar symmetric diode emission systems with single field emitters of blade shape placed on a flat substrate. The anode is a plane parallel to the substrate. Models of diode field systems without and with dielectric layers on the emitter substrate and lateral surfaces are presented.

To calculate the distribution of electrostatic potential in the entire system domain, the method of separation of variables in Cartesian coordinates is used, and the influence of the emitter is replaced by the influence of charged wires and planes. The distribution of electrostatic potential for each of the studied models is analytically
obtained in series form using eigenfunctions, and the coefficients of the series are computed explicitly.

Chapter III presents a method for modeling planar symmetric periodic systems of blade-shaped field emitters on a flat substrate using an arbitrary number of charged planes in Cartesian coordinates. The anode is a plane parallel to the substrate. The distribution of electrostatic potential is analytically obtained for periodic emitter systems with and without dielectric layers in the system region and represented in series form using eigenfunctions, with the coefficients of the series computed explicitly.

Chapter IV is dedicated to the modeling of a diode system based on a field emitter with a blade-shaped apex and a given radius of curvature at the tip, considering the presence of a dielectric coating. The solution of the boundary problem in polar coordinate system is reduced to solving a system of linear algebraic equations for the coefficients in the potential expansion using eigenfunctions.

In the Conclusion, the general results of the work are formulated.

## I Modeling of axisymmetric field emission systems with a single emitter of special shape in a cylindrical coordinate system

In writing Chapter I, the following sources were used: [1, 11, 32, 33, 35, 99].
This chapter is devoted to modeling the field cathode in a cylindrical coordinate system. Field emitters of axisymmetric shape are widely used in electron-vacuum devices [25, 28]. Mathematical modeling of such systems is challenging due to the fact that the geometric parameters of the system can vary by several orders of magnitude [47, 68, 78]. To calculate the potential, we replace the influence of the cathode on the field distribution with a system of circular charged wires, assuming that any equipotential surface can be taken as the cathode surface $[3,4,8,16,36,37,38,39$, $40,41,47,93,94,95,100,101,102,103,104,105]$. The electrostatic potential is determined using the method of separation of variables in the cylindrical coordinate system $(r, z, \phi)$.

## I. 1 Modeling of the field cathode with a circular charged wire

## Physical formulation of the potential calculation created by a circular charged wire

Let's consider a diode emission system with a field cathode of a hollow shape on a planar substrate, where the cathode is modeled as a circular charged wire. The considered system is axisymmetric, so the problem can be reduced from the threedimensional case to the two-dimensional case. Fig. 1 shows a schematic representation of the diode system on the plane, where $\Omega$ is the surface of the field cathode.

System parameters:
$z=z_{1}$ - cathode substrate;
$z=z_{2}$ - anode surface;
$r=r_{1}$ - boundary surface of the system in the variable $r$.


Fig. 1: Schematic representation of the electron-optical system on the plane.

## Mathematical model of the cathode with a circular charged wire in a bounded area

To find the distribution of the electrostatic potential $U(r, z)$ throughout the diode system, it is necessary to solve the Laplace equation:

$$
\begin{gather*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial U}{\partial r}\right)+\frac{\partial^{2} U}{\partial z^{2}}=0, \\
\left.U(r, z)\right|_{\Omega}=0,  \tag{I.1}\\
\Omega-\text { apex surface. }
\end{gather*}
$$

with the first-type boundary conditions:

$$
\begin{aligned}
& U\left(r_{1}, z\right)=f_{1}(z), z_{1} \leq z \leq z_{2} ; \\
& U\left(r, z_{1}\right)=f_{2}(r), 0 \leq r \leq r_{1} ; \\
& U\left(r, z_{2}\right)=f_{3}(r), 0 \leq r \leq r_{1} .
\end{aligned}
$$

To determine the distribution of the electrostatic potential throughout the system, the influence of the cathode is replaced by the influence of a charged filament with linear charge density $\tau$, where the coordinates of the charged filament are $\left(r_{q}, z_{q}\right)$ as shown in Figure 2.

Let's represent the solution of Equation I. 1 as:

$$
U(r, z)=U_{1}(r, z)+U_{2}(r, z),
$$



Fig. 2: Schematic representation of the charge position in the system on the plane.
where $U_{1}(r, z)$ is the potential distribution created by the charged filament under homogeneous boundary conditions, and $U_{2}(r, z)$ is the potential distribution specified by the boundary conditions in Equation I.1.

The function $U_{2}(r, z)$, as a solution of the Laplace equation with first-type boundary conditions, is presented in work [42].

The problem of determining the field distribution in the system with a single charged filament and homogeneous boundary conditions is reduced to solving the Poisson equation [6]:

$$
\begin{equation*}
\triangle U_{1}=\frac{1}{r}\left(\frac{\partial}{\partial r} r \frac{\partial U_{1}}{\partial r}\right)+\frac{\partial^{2} U_{1}}{\partial z^{2}}=-\frac{\rho(r, z)}{\varepsilon_{0}}, \tag{I.2}
\end{equation*}
$$

with boundary conditions:

$$
\begin{align*}
& U_{1}\left(r_{1}, z\right)=0, \\
& U_{1}\left(r, z_{1}\right)=0,  \tag{I.3}\\
& U_{1}\left(r, z_{2}\right)=0 .
\end{align*}
$$

The linear charge density $\tau$ is determined by the formulas:

$$
\tau=\frac{q}{2 \pi r_{q}},
$$

then the volume charge density is determined by the equation:

$$
\tau=\lim _{\varepsilon \rightarrow, \delta \rightarrow 0} 4 \varepsilon \delta \rho,
$$

where

$$
q=2 \rho \varepsilon \pi\left(\left(r_{q}+\delta\right)^{2}-\left(r_{q}-\delta\right)^{2}\right)=8 \rho \varepsilon \pi r_{q} \delta
$$

The charge $q$ is located in a small volume $\left|r-r_{q}\right| \leqslant \delta,\left|z-z_{q}\right| \leqslant \varepsilon$.

## Calculation of the potential distribution in the system with a circular charged filament in a bounded area

The potential distribution in the system with a single circular charged filament is determined using the method of variable separation in the form of Fourier-Bessel series expansions. The function $\rho(r, z)$ in the right-hand side of Equation I. 2 has the form:

$$
\rho(r, z)= \begin{cases}\rho, & \left|r-r_{q}\right| \leqslant \delta \&\left|z-z_{q}\right| \leqslant \varepsilon  \tag{I.4}\\ 0, & \left|r-r_{q}\right|>\delta \vee\left|z-z_{q}\right|>\varepsilon\end{cases}
$$

The solution of the boundary problem for the Poisson equation I.2-I. 4 is represented as a series:

$$
\begin{equation*}
U_{1}(r, z)=\sum_{n=1}^{\infty} \nu_{n}(z) J_{0}\left(\gamma_{n} \frac{r}{r_{1}}\right) \tag{I.5}
\end{equation*}
$$

where $\gamma_{n}$ denotes the roots of the equation:

$$
J_{0}\left(\gamma_{n}\right)=0
$$

To express $\nu_{n}(z)$ in terms of $U_{1}(r, z)$, multiply both sides of this equation by $r J_{0}\left(\gamma_{n} \frac{r}{r_{1}}\right)$ and integrate over $r$ from 0 to $r_{1}$. Using the orthogonality property of Bessel functions, we obtain a differential equation for the function $\nu_{n}$ [66]:

$$
\frac{r_{1}^{2} J_{1}^{2}\left(\gamma_{n}\right)}{2}\left[\nu_{n}^{\prime \prime}(z)-\frac{\gamma_{n}^{2}}{r_{1}^{2}} \nu_{n}(z)\right]= \begin{cases}-\frac{\rho}{\varepsilon_{0}} \int_{\left(r_{q}-\delta\right)}^{\left(r_{q}+\delta\right)} r J_{0}\left(\gamma_{n} \frac{r}{r_{1}}\right) d r, & \left|z-z_{q}\right| \leqslant \varepsilon  \tag{I.6}\\ 0, & \left|z-z_{q}\right|>\varepsilon\end{cases}
$$

Let's calculate the integral appearing in the right-hand side of Equation I.6:

$$
I=\int_{r_{q}-\delta}^{r_{q}+\delta} r J_{0}\left(\gamma_{n} \frac{r}{r_{1}}\right) d r=\frac{r_{1}^{2}}{\gamma_{n}^{2}} \int_{\frac{r_{q}-\delta}{r_{1}}}^{\frac{r_{q}+\delta}{r_{1}}} t J_{0}(t) d t
$$

where $t=\gamma_{n} \frac{r}{r_{1}}$.
Using the limits, we obtain (reference [8]):

$$
\begin{aligned}
& \quad \frac{r_{q}+\delta}{r_{1}} \gamma_{n} \\
& \lim _{\rho \rightarrow 0} \int_{\quad} \quad t J_{0}(t) d t=2 \delta \frac{\gamma_{n}}{r_{1}} \frac{\gamma_{n}}{r_{1}} r_{q} J_{0}\left(\frac{r_{q}}{r_{1}} \gamma_{n}\right)=2 \delta \frac{\gamma_{n}^{2}}{r_{1}^{2}} r_{q} J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right)
\end{aligned}
$$

Then:

$$
\begin{equation*}
I=2 \delta r_{q} J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right) \tag{I.7}
\end{equation*}
$$

The differential equation for the functions $\nu_{n}(x)$ with respect to equation I. 7 can be written as:

$$
\begin{equation*}
\nu_{n}^{\prime \prime}(z)-\frac{\gamma_{n}^{2}}{r_{1}^{2}} \nu_{n}(z)=\phi(z) \tag{I.8}
\end{equation*}
$$

where the right part of the equation I.8:

$$
\phi(z)= \begin{cases}-\frac{\rho}{\varepsilon_{0}} \frac{2}{r_{1}^{2} J_{1}^{2}\left(\gamma_{n}\right)} 2 \delta J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right)=-\frac{\rho}{\varepsilon_{0}} \frac{4 \delta J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right) r_{q}}{r_{1}^{2} J_{1}^{2}\left(\gamma_{n}\right) \gamma_{n}}, & \left|z-z_{q}\right| \leqslant \varepsilon \\ 0, & \left|z-z_{q}\right|>\varepsilon\end{cases}
$$

The solution of equation I.8:

$$
\nu_{n}(z)=C \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z-z_{1}\right)\right)+\frac{r_{1}}{\gamma_{n}} \int_{z_{1}}^{z} \phi(\eta) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-\eta\right)\right) d \eta
$$

where $C$ is the integration constant, which can be found using the equation:

$$
v_{n}\left(z_{2}\right)=0
$$

Since:

$$
C \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{1}\right)\right)+\frac{r_{1}}{\gamma_{n}} \int_{z_{q}-\varepsilon}^{z_{q}+\varepsilon} \phi(\eta) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-\eta\right)\right) d \eta=0
$$

evaluating the integral as $\varepsilon \rightarrow 0$, we obtain:

$$
\nu_{n}\left(z_{2}\right)=C \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{1}\right)\right)-\frac{r_{1}}{\gamma_{n}} \frac{\rho}{\varepsilon_{0}} 4 \delta J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right) \frac{r_{q}}{r_{1}^{2} J_{1}^{2}\left(\gamma_{n}\right)} 2 \varepsilon \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{q}\right)\right)=0 .
$$

Thus,

$$
C=\tau \frac{2 J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{q}\right)\right) r_{q}}{\varepsilon_{0} \gamma_{n} J_{1}^{2}\left(\gamma_{n}\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{1}\right)\right) r_{1}} .
$$

Then functions $\nu_{n}(z)$ :

$$
\begin{array}{r}
\nu_{n}(z)=\tau \frac{2 J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{q}\right)\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z-z_{1}\right)\right) r_{q}}{\varepsilon_{0} \gamma_{n} J_{1}^{2}\left(\gamma_{n}\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{1}\right)\right) r_{1}}+ \\
+\frac{r_{1}}{\gamma_{n}} \int_{z_{1}}^{z} \phi(\eta) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-\eta\right)\right) d \eta,
\end{array}
$$

or

$$
\begin{gathered}
\nu_{n}(z)=\tau \frac{2 J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{q}\right)\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z-z_{1}\right)\right) r_{q}}{\varepsilon_{0} \gamma_{n} J_{1}^{2}\left(\gamma_{n}\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{1}\right)\right) r_{1}}+ \\
+\frac{r_{1}}{\gamma_{n}} \int_{z_{q}-\varepsilon}^{z_{q}+\varepsilon} \phi(\eta) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-\eta\right)\right) d \eta .
\end{gathered}
$$

Therefore, the solution of equation I. 8 can be represented as:

$$
\begin{array}{r}
\nu_{n}(z)=\tau \frac{2 J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{q}\right)\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z-z_{1}\right)\right) r_{q}}{\varepsilon_{0} \gamma_{n} J_{1}^{2}\left(\gamma_{n}\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{1}\right)\right) r_{1}}+  \tag{I.9}\\
+\tau \frac{2 J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right)}{\varepsilon_{0} J_{1}^{2}\left(\gamma_{n}\right) \gamma_{n}} \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z-z_{q}\right)\right) \frac{r_{q}}{r_{1}},
\end{array}
$$

for $z_{q}<z \leqslant z_{2}$.
Hence, the solution of equation (Poisson's equation) with respect to equations I. 5 and I.9:

$$
\begin{equation*}
U(r, z)=\sum_{n=1}^{\infty} \tau \frac{2 r_{q} J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right)}{\varepsilon_{0} J_{1}^{2}\left(\gamma_{n}\right) \gamma_{n}} \frac{\operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{q}\right)\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z-z_{1}\right)\right)}{r_{1} \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{1}\right)\right)} J_{0}\left(\gamma_{n} \frac{r}{r_{1}}\right), \tag{I.10}
\end{equation*}
$$

for $z_{1}<z \leqslant z_{q}$,

$$
\begin{equation*}
U(r, z)=\sum_{n=1}^{\infty} \tau \frac{2 r_{q} J_{0}\left(\gamma_{n} \frac{r_{q}}{r_{1}}\right)}{\varepsilon_{0} J_{1}^{2}\left(\gamma_{n}\right) \gamma_{n}} \frac{\operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z\right)\right) \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{q}-z_{1}\right)\right)}{r_{1} \operatorname{sh}\left(\frac{\gamma_{n}}{r_{1}}\left(z_{2}-z_{1}\right)\right)} J_{0}\left(\gamma_{n} \frac{r}{r_{1}}\right) \tag{I.11}
\end{equation*}
$$

for $z_{q} \leqslant z \leqslant z_{2}$.
The distribution of the electrostatic potential $U_{1}(r, z)$ in the entire diode system can be calculated using equations I. 10 and I.11.

## Numerical calculation results of potential with a circular charged wire

Based on the obtained results from equations I. 10 to I.11, graphs of the potential distribution in the entire system were constructed for $U_{2}(r, z)=U_{0} \frac{z-z_{1}}{z_{2}-z_{1}}$.

The values of all parameters are given in dimensionless units.
The potential values at the boundaries of the system are:

$$
f_{1}(z)=U_{0} \frac{z-z_{1}}{z_{2}-z_{1}}, f_{2}(r)=0, f_{3}(r)=U_{0} .
$$

Based on the provided graphs, the shape of the simulated cathode can be determined, which plays a crucial role in understanding the adequacy of the model. The shape of the emitter is defined by the zero equipotential. The values of all parameters are presented in dimensionless units.


Fig. 3: $z_{1}=0, z_{2}=5, z_{q}=2.5, U_{0}=100, \tau=-20$.
Fig. 3 demonstrates the change in the shape of the emitter when varying the values of $r=r_{1}$, the outer boundary in the variable $r$, and $r_{q}$.


Fig. 4: $z_{1}=0, r_{1}=10, r_{q}=5, U_{0}=100, \tau=-20$.
Fig. 4 represents the change in the shape of the emitter when varying the values of $z_{2}$, the outer boundary in the variable $z$, and $z_{q}$.

## I. 2 Modeling of an axially symmetric field emission system with dielectrics

In this paragraph, an axially symmetric diode system based on a field emitter with a sharp edge is modeled, with the entire inner region filled with two different dielectrics.

Physical formulation of the problem for calculating the potential in a field emission system with dielectrics


Fig. 5: Schematic image of the system.
The field emitter with a sharp edge is located on a flat substrate. The anode is a plane parallel to the substrate [99].

On Fig. 6, a schematic representation of the diode system on the $(r, z)$ plane is shown.


Fig. 6: A schematic representation of an electron-optical system with a sharp edge emitter on a plane.

Problem parameters:
$z=z_{1}$ : surface of the cathode substrate,
$z=z_{2}$ : surface of the anode,
$r=r_{1}$ : plane separating the dielectrics,
$r=r_{2}$ : outer boundary of the system in the variable $r$,
$U\left(r, z_{1}\right)=f_{1}(r)$ : boundary condition on the substrate,
$U\left(r, z_{2}\right)=f_{3}(z)$ : boundary condition on the anode,
$U\left(r_{2}, z\right)=f_{2}(z)$ : boundary condition on the lateral surface of the system.

## The mathematical model of a field emission system with dielectrics

To determine the potential distribution $U(r, z)$ in the system, the Laplace equation I. 1 is solved with the following boundary conditions:

$$
\begin{aligned}
& f_{1}(r)=0, \quad 0 \leq r \leq r_{2} ; \\
& f_{2}(z)=U_{0} \frac{z-z_{1}}{z_{2}-z_{1}}, \quad z_{1} \leq z \leq z_{2} ; \\
& f_{3}(r)=U_{0}, \quad 0 \leq r \leq r_{2} .
\end{aligned}
$$

The influence of the sharp edge on the potential distribution is replaced by the influence of a circular charged wire with coordinates $\left(r_{q}, z_{q}\right)$ and linear charge density $\tau$. This leads to the solution of the Poisson equation I. 2 with the boundary conditions:

$$
\begin{align*}
& \left.U\right|_{z=z_{1}}=0, \\
& \left.U\right|_{z=z_{2}}=U_{0},  \tag{I.1}\\
& \left.U\right|_{r=r_{2}}=U_{0} \frac{z-z_{1}}{z_{2}-z_{1}},
\end{align*}
$$

where the right-hand side of the Poisson equation is determined by the formula I.4.

The solution to the problem of finding the potential distribution in the system with the influence of two dielectrics and one charged wire

Define:

$$
U(r, z)=\left\{\begin{array}{l}
U_{11}(r, z), r<r_{1} \& z<z_{q} \\
U_{12}(r, z), r<r_{1} \& z>z_{q} \\
U_{2}(r, z), r>r_{1}
\end{array}\right.
$$

Then the solution to the Poisson equation with boundary conditions I. 1 in accordance with formulas I.10, I. 11 will have the following form:
for $z<z_{q}$

$$
\begin{align*}
& U_{11}(r, z)=U_{0}\left(\frac{z-z_{1}}{z_{2}-z_{1}}\right)+\sum_{m=1}^{\infty} g_{m} \frac{I_{0}\left(\mu_{m} r\right)}{I_{0}\left(\mu_{m} r_{1}\right)} \sin \mu_{m}\left(z-z_{1}\right)+ \\
& +\frac{2 \tau r_{q}}{\varepsilon_{0} r_{1}} \sum_{s=1}^{\infty} \frac{J_{0}\left(\frac{\gamma_{s} r_{q}}{r_{1}}\right) \operatorname{sh}\left(\frac{\gamma_{s}}{r_{1}}\left(z_{2}-z_{q}\right)\right) \operatorname{sh}\left(\frac{\gamma_{s}}{r_{1}}\left(z-z_{1}\right)\right)}{\gamma_{s} J_{1}^{2}\left(\gamma_{s}\right) \operatorname{sh}\left(\frac{\gamma_{s}}{r_{1}}\left(z_{2}-z_{1}\right)\right)} J_{0}\left(\frac{\gamma_{s} r}{r_{1}}\right), \tag{I.2}
\end{align*}
$$

for $z>z_{q}$ :

$$
\begin{align*}
& U_{12}(r, z)=U_{0}\left(\frac{z-z_{1}}{z_{2}-z_{1}}\right)+\sum_{m=1}^{\infty} g_{m} \frac{I_{0}\left(\mu_{m} r\right)}{I_{0}\left(\mu_{m} r_{1}\right)} \sin \mu_{m}\left(z-z_{1}\right)+ \\
& +\frac{2 \tau r_{q}}{\varepsilon_{0} r_{1}} \sum_{s=1}^{\infty} \frac{J_{0}\left(\frac{\gamma_{s} r_{q}}{r_{1}}\right) \operatorname{sh}\left(\frac{\gamma_{s}}{r_{1}}\left(z_{q}-z_{1}\right)\right) \operatorname{sh}\left(\frac{\gamma_{s}}{r_{1}}\left(z_{2}-z\right)\right)}{\gamma_{s} J_{1}^{2}\left(\gamma_{s}\right)\left(\operatorname{sh}\left(z_{2}-z_{1}\right) \frac{\gamma_{s}}{r_{1}}\right)} J_{0}\left(\frac{\gamma_{s} r}{r_{1}}\right),  \tag{I.3}\\
& U_{2}(r, z)=\sum_{m=1}^{\infty} g_{m} \frac{\widetilde{W}_{0}\left(\mu_{m}, r, r_{2}\right)}{\widetilde{W}_{0}\left(\mu_{m}, r_{1}, r_{2}\right)} \sin \mu_{m}\left(z-z_{1}\right)+U_{0}\left(\frac{z-z_{1}}{z_{2}-z_{1}}\right), \tag{I.4}
\end{align*}
$$

where
$\mu_{m}=\frac{\pi m}{z_{2}-z_{1}}, \gamma_{s}$ - the zeros of the Bessel function. $J_{0}\left(\gamma_{s}\right)=0$, a function $\widetilde{W}_{0}$ The function is a linear combination of modified Bessel functions of the first and second kinds [66]:

$$
\widetilde{W}_{0}\left(\mu_{m}, r, r_{2}\right)=I_{0}\left(\mu_{m} r\right) K_{0}\left(\mu_{m} r_{2}\right)-K_{0}\left(\mu_{m} r\right) I_{0}\left(\mu_{m} r_{2}\right) .
$$

## Calculating of the coefficients determined by the boundary continuity conditions at the interface of the two dielectrics.

Using the continuity condition of the potential and the electric displacement vector at the interface of two dielectrics, the coefficients of the potential expansion can be determined. $r=r_{1}$ :
for $z_{1} \leq z \leq z_{q}$ :

$$
\left.\frac{\partial U_{11}}{\partial r}\right|_{r=r_{1}}=\left.\frac{\varepsilon_{1}}{\varepsilon_{2}} \frac{\partial U_{2}}{\partial r}\right|_{r=r_{1}},
$$

for $z_{q} \leq z \leq z_{2}$ :

$$
\left.\frac{\partial U_{12}}{\partial r}\right|_{r=r_{1}}=\left.\frac{\varepsilon_{1}}{\varepsilon_{2}} \frac{\partial U_{2}}{\partial r}\right|_{r=r_{1}} .
$$

Let's calculate the coefficient $g_{m}$.

$$
\begin{gathered}
\left(U_{11}(r, z)\right)_{r=r_{1}}^{\prime}=\sum_{m=1}^{\infty} g_{m} \mu_{m} \frac{I_{1}\left(\mu_{m} r_{1}\right)}{I_{0}\left(\mu_{m} r_{1}\right)} \sin \mu_{m}\left(z-z_{1}\right)- \\
-\frac{1}{\varepsilon_{0}} \sum_{s=1}^{\infty} \frac{2 \tau r_{q} J_{0}\left(\frac{\gamma_{s}}{r_{1}} r_{q}\right)}{r_{1} J_{1}^{2}\left(\gamma_{s}\right)} \frac{J_{1}\left(\gamma_{s}\right)}{r_{1}} \frac{\operatorname{sh}\left(\frac{\left.\gamma_{s}\right)}{r_{1}}\left(z_{2}-z_{q}\right)\right.}{\operatorname{sh}\left(\frac{\left.\gamma_{s}\right)}{r_{1}}\left(z_{2}-z_{1}\right)\right.} \operatorname{sh}\left(\frac{\left.\gamma_{s}\right)}{r_{1}}\left(z-z_{1}\right),\right.
\end{gathered}
$$

$$
\begin{gathered}
\left(U_{12}(r, z)\right)_{r=r_{1}}^{\prime}=\sum_{m=1}^{\infty} g_{m} \mu_{m} \frac{I_{1}\left(\mu_{m} r_{1}\right)}{I_{0}\left(\mu_{m} r_{1}\right)} \sin \mu_{m}\left(z-z_{1}\right)- \\
-\frac{1}{\varepsilon_{0}} \sum_{s=1}^{\infty} \frac{2 \tau r_{q} J_{0}\left(\frac{\gamma_{s}}{r_{1}} r_{q}\right)}{r_{1} J_{1}^{2}\left(\gamma_{s}\right)} \frac{J_{1}\left(\gamma_{s}\right)}{r_{1}} \frac{\operatorname{sh}\left(\frac{\left.\gamma_{s}\right)}{r_{1}}\left(z_{q}-z_{1}\right)\right.}{\operatorname{sh}\left(\frac{\gamma_{s}}{r_{1}}\left(z_{2}-z_{1}\right)\right.} \operatorname{sh}\left(\frac{\left.\gamma_{s}\right)}{r_{1}}\left(z_{2}-z\right),\right. \\
\frac{\varepsilon_{1}}{\varepsilon_{2}}\left(U_{2}(r, z)\right)_{r=r_{1}}^{\prime}=\frac{\varepsilon_{1}}{\varepsilon_{2}} \sum_{m=1}^{\infty} g_{m} \mu_{m} \frac{\widetilde{W}_{1}\left(\mu_{m}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\mu_{m}, r_{1}, r_{2}\right)} \sin \left(\mu_{m}\left(z-z_{1}\right)\right),
\end{gathered}
$$

where $\widetilde{W_{1}}\left(\mu_{m}, r_{1}, r_{2}\right)=I_{1}\left(\mu_{m} r_{1}\right) K_{0}\left(\mu_{m} r_{2}\right)+I_{0}\left(\mu_{m} r_{2}\right) K_{1}\left(\mu_{m} r_{1}\right)$
Thus:

$$
\begin{gathered}
\frac{z_{2}-z_{1}}{2} g_{m} \mu_{m}\left(\frac{I_{1}\left(\mu_{m} r_{1}\right)}{I_{0}\left(\mu_{m} r_{1}\right)}-\frac{\varepsilon_{1}}{\varepsilon_{2}} \widetilde{W}_{1}\left(\mu_{m}, r_{1}, r_{2}\right)\right. \\
=\frac{1}{\varepsilon_{0}}\left(\mu_{m}, r_{1}, r_{2}\right)
\end{gathered} \sum_{s=1}^{\infty} \frac{2 \tau r_{q} J_{0}\left(\frac{\gamma_{s}}{r_{1}} r_{q}\right) J_{1}\left(\gamma_{s}\right)}{r_{1}^{2} J_{1}^{2}\left(\gamma_{s}\right)} \frac{\frac{\gamma_{s}}{r_{1}}}{\left(\frac{\gamma_{s}}{r_{1}}\right)^{2}+\mu_{m}^{2}} \sin \left(\mu_{m}\left(z_{q}-z_{1}\right)\right) . . ~ \$
$$

As a result, we obtain:

$$
\begin{equation*}
g_{m}=\frac{A_{m}}{B_{m}}, \tag{I.5}
\end{equation*}
$$

where:

$$
\begin{gathered}
A_{m}=\frac{1}{\varepsilon_{0}} \frac{2 \tau r_{q}}{r_{1}^{3}} \sum_{s=1}^{\infty} \frac{J_{0}\left(\frac{\gamma_{s}}{r_{1}} r_{q}\right) J_{1}\left(\gamma_{s}\right)}{J_{1}^{2}\left(\gamma_{s}\right)} \frac{\frac{\gamma_{s}}{r_{1}}}{\left(\frac{\gamma_{s}}{r_{1}}\right)^{2}+\mu_{m}^{2}} \sin \left(\mu_{m}\left(z_{q}-z_{1}\right)\right) \\
B_{m}=\frac{\pi m}{2}\left(\frac{I_{1}\left(\mu_{m} r_{1}\right)}{I_{0}\left(\mu_{m} r_{1}\right)}-\frac{\varepsilon_{1}}{\varepsilon_{2}} \frac{\widetilde{W_{1}}\left(\mu_{m}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\mu_{m}, r_{1}, r_{2}\right)}\right)
\end{gathered}
$$

The formulas I.1-I. 5 enable us to compute the distribution of the electrostatic potential throughout the entire space of the investigated diode system.

## The results of the numerical calculation of the potential in the field emission system with dielectrics

Based on the obtained formulas for the potential distribution, graphs were constructed.
Fig. 7 illustrate the differences in the behavior of the zero equipotential contour,
outlining the shape of the cathode edge, depending on the dielectric values at the interface of the regions. It can be observed that when the ratio $\frac{\varepsilon_{1}}{\varepsilon_{2}}$ decreases by a factor of 10 , the zero equipotential becomes relatively flat, and the shape of the cathode is not clearly pronounced.

All parameter values are given in dimensionless units.


Fig. 7: $r_{1}=10, r_{q}=5, r_{2}=20, z_{1}=10, z_{q}=5, \tau=-100, U_{0}=100$.

If the value of the dielectric permittivity ratio is kept constant but not equal to unity, and the charge density $\tau$ is increased as shown in Fig. 8, the shape of the cathode changes less significantly compared to the problem discussed in the first paragraph, Fig. 3-4.

a)

$$
\tau=-100
$$



$$
\tau=-500
$$

Fig. 8: $r_{1}=10, r_{q}=5, r_{2}=20, z_{1}=10, z_{q}=5, \frac{\varepsilon_{1}}{\varepsilon_{2}}=5, U_{0}=100$.

## I. 3 Modeling of an axially symmetric triode field emission system with a modulator

## Physical formulation of the problem for calculating the potential in a field emission system with a modulator

This section considers the modeling of an electron gun with a hollow cathode in the form of a triode system with a modulator, taking into account the influence of dielectrics on the potential distribution.


Fig. 9: Schematic representation of the electron-optical system on a plane.
The considered system is axially symmetric, which allows us to reduce the problem from three-dimensional to two-dimensional. To find the distribution of the electrostatic potential, we replace the influence of the cathode with the effect of a circular charged wire with a linear charge density $\tau$. The schematic representation of the system on a plane is shown in the figure. The coordinates of the charged wire are $\left(r_{q}, z_{q}\right)$. The modulator has the form of a diaphragm. The internal region of the system is filled with two dielectrics with dielectric permittivities $\varepsilon_{1}$ при $r<r_{1}$ and $\varepsilon_{2}$ for $r>r_{1}$.

System parameters:
$r=0$ - surface of the cathode substrate, $0 \leq z \leq z_{2}$;
$z=z_{2}$ - surface of the anode, $0 \leq r \leq r_{2}$;
$z=z_{1}$ - surface of the modulator, for $r_{1} \leq r \leq r_{2}$;
$r=r_{2}$ - outer boundary of the region, $0 \leq z \leq z_{2}$;
$r=r_{1}$ - boundary between the two dielectrics, $0 \leq z \leq z_{2}$.

## Mathematical model

The distribution of the electrostatic potential $U(r, z)$ in the cylindrical coordinate system satisfies the Laplace's equation:

$$
\begin{gather*}
\Delta V=\frac{1}{r}\left(\frac{\partial}{\partial r} r \frac{\partial V}{\partial r}\right)+\frac{\partial^{2} V}{\partial z^{2}}=0, \\
\left.V(r, z)\right|_{\Omega}=0  \tag{I.1}\\
\Omega-\text { surface of the cathode. }
\end{gather*}
$$

with boundary conditions:

$$
\begin{align*}
& V\left(r_{2}, z\right)=f_{1}(z), \\
& 0 \leq z \leq z_{2} ; \\
& V\left(r, z_{1}\right)=f_{3}(r), \quad r_{1} \leq r \leq r_{2} ;  \tag{I.2}\\
& V\left(r, z_{2}\right)=f_{2}(r), \quad 0 \leq r \leq r_{2} .
\end{align*}
$$

Due to the replacement of the cathode's influence with the effect of the charged wire, the original boundary problem I.1, I. 2 is reduced to solving the Poisson's equation:

$$
\begin{equation*}
\triangle V(r, z)=-\frac{\rho(r, z)}{\varepsilon_{0}} \tag{I.3}
\end{equation*}
$$

boundary conditions:

$$
\begin{align*}
& V\left(r_{2}, z\right)=f_{1}(z), \\
& V\left(r, z_{1}\right)=f_{3}(r),  \tag{I.4}\\
& V\left(r, z_{2}\right)=f_{2}(r),
\end{align*}
$$

where $\rho(r, z)$ :

$$
\begin{gather*}
\rho(r, z)=\left\{\begin{array}{ll}
\rho, & \left|r-r_{q}\right|<\delta \& \quad\left|z-z_{q}\right|<\varepsilon_{1} ; \\
0, & \left|r-r_{q}\right|>\delta \text { V }
\end{array}\left|z-z_{q}\right|>\varepsilon_{2},\right.
\end{gathered}, \begin{gathered}
\lim _{\delta_{1} \rightarrow 0, \delta_{2} \rightarrow 0} 4 \delta_{1} \delta_{2} \rho . \tag{I.5}
\end{gather*}
$$

To find the solution to the Poisson's equation I.3, I. 4 for the entire system, we divide the internal region of the system into four subdomains:

$$
U(r, z)=\left\{\begin{array}{l}
U_{1}(r, z), 0 \leq r \leq r_{1} \& 0<z \leq z_{1}  \tag{I.7}\\
U_{2}(r, z), r_{1} \leq r \leq r_{2} \& 0 \leq z \leq z_{1} \\
U_{3}(r, z), 0 \leq r \leq r_{1} \& z_{1} \leq z \leq z_{2} \\
U_{4}(r, z), r_{1} \leq r \leq r_{2} \& z_{1} \leq z \leq z_{2}
\end{array}\right.
$$

The distribution of the potential is obtained as series expansions in terms of eigenfunctions for each of the mentioned regions. The coefficients of the series are determined from the following conditions:

$$
\begin{align*}
\left.U_{1}\right|_{r=r_{1}}=\left.U_{2}\right|_{r=r_{1}} ; & \left.\frac{\partial U_{1}}{\partial r}\right|_{r=r_{1}}=\left.\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{\partial U_{2}}{\partial r}\right|_{r=r_{1}} ; \\
\left.U_{1}\right|_{z=z_{1}}=\left.U_{3}\right|_{z=z_{1}} ; & \left.\frac{\partial U_{1}}{\partial z}\right|_{z=z_{1}}=\left.\frac{\partial U_{3}}{\partial z}\right|_{z=z_{1}} ;  \tag{I.8}\\
\left.U_{3}\right|_{r=r_{1}}=\left.U_{4}\right|_{r=r_{1}} ; & \left.\frac{\partial U_{3}}{\partial r}\right|_{r=r_{1}}=\left.\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{\partial U_{4}}{\partial r}\right|_{r=r_{1}} .
\end{align*}
$$

## The solution of the Poisson's equation

The distribution of the potential $F(r, z)$, given by a charged wire according to the formulas in Section I.1, will have the following form:

$$
F(r, z)=\sum_{m=1}^{\infty} \frac{1}{\varepsilon_{0}} \frac{2 \tau r_{q} J_{0}\left(\mu_{m} r_{q}\right)}{\gamma_{m} r_{1} J_{1}^{2}\left(\gamma_{m}\right)} J_{0}\left(\mu_{m} r\right) \frac{\operatorname{sh}\left(\mu_{m}\left(z_{1}-z_{q}\right)\right) \operatorname{sh}\left(\mu_{m} z\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)},
$$

for $0 \leqslant z \leqslant z_{q}$,

$$
F(r, z)=\sum_{m=1}^{\infty} \frac{1}{\varepsilon_{0}} \frac{2 \tau r_{q} J_{0}\left(\mu_{m} r_{q}\right)}{\gamma_{m} r_{1} J_{1}^{2}\left(\gamma_{m}\right)} J_{0}\left(\mu_{m} r\right) \frac{\operatorname{sh}\left(\mu_{m}\left(z_{q}-z_{1}\right) \operatorname{sh}\left(\mu_{m}\left(z_{1}-z\right)\right)\right.}{\operatorname{sh}\left(\mu_{m} z_{1}\right)},
$$

for $z_{q} \leqslant z \leqslant z_{1}$, where $\mu_{m}=\frac{\gamma_{m}}{r_{1}}, \gamma_{m}$ - the zeros of Bessel's function $J_{0}\left(\gamma_{m}\right)=0$.
Depending on the region I.7, the value of the electrostatic potential can be expressed as follows:

$$
\text { for }\left(0 \leq z \leq z_{1}\right) \text { и }\left(0 \leq r \leq r_{1}\right) \text { : }
$$

$$
\begin{equation*}
U_{1}(r, z)=\sum_{m=1}^{\infty} b_{m} \frac{\operatorname{sh} \frac{\gamma_{m}}{r_{1}} z}{\operatorname{sh} \frac{\gamma_{m}}{r_{1}} z_{1}} J_{0}\left(\frac{\gamma_{m} r}{r_{1}}\right)+\sum_{n=1}^{\infty} a_{n} \frac{I_{0}\left(\frac{\pi n r}{z_{1}}\right)}{I_{0}\left(\frac{\pi n r_{1}}{z_{1}}\right)} \sin \frac{\pi n z}{z_{1}}+F(r, z) \tag{I.9}
\end{equation*}
$$

for $\left(0 \leq z \leq z_{1}\right)$ и $\left(r_{1} \leq r \leq r_{2}\right)$ :

$$
\begin{gather*}
U_{2}(r, z)=\sum_{q=1}^{\infty} d_{q} W_{0}\left(\lambda_{q}, r, r_{2}\right) \frac{\operatorname{sh} \lambda_{q} z}{\operatorname{sh} \lambda_{q} z_{1}}+ \\
+\sum_{n=1}^{\infty}\left(a_{n} \frac{\widetilde{W}_{0}\left(\alpha_{n}, r, r_{2}\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)}+g_{n} \frac{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)}\right) \sin \left(\alpha_{n}\left(z-z_{1}\right)\right) \tag{I.10}
\end{gather*}
$$

where $W_{0}$ и $\widetilde{W}_{0}$ are linear combinations of Bessel functions:

$$
\begin{aligned}
& W_{0}\left(\lambda_{q}, r, r_{2}\right)=J_{0}\left(\lambda_{q} r\right) Y_{0}\left(\lambda_{q} r_{2}\right)-J_{0}\left(\lambda_{q} r_{2}\right) Y_{0}\left(\lambda_{q} r\right) \\
& \widetilde{W}_{0}\left(\beta_{q}, r, r_{2}\right)=I_{0}\left(\beta_{q} r\right) K_{0}\left(\beta_{q} r_{2}\right)-I_{0}\left(\beta_{q} r_{2}\right) K_{0}\left(\beta_{q} r\right)
\end{aligned}
$$

The distribution of the potential $\left(z_{1} \leq z \leq z_{2}\right)$ и $\left(0 \leq r \leq r_{1}\right)$ takes the form of:

$$
\begin{align*}
U_{3}(r, z)=\sum_{m=1}^{\infty}( & \left.b_{m} \frac{\operatorname{sh} \mu_{m}\left(z_{2}-z\right)}{\operatorname{sh} \mu_{m}\left(z_{2}-z_{1}\right)}+t_{m} \frac{\operatorname{sh} \mu_{m}\left(z-z_{1}\right)}{\operatorname{sh} \mu_{m}\left(z_{2}-z_{1}\right)}\right) J_{0}\left(\frac{\gamma_{m} r}{r_{1}}\right)+ \\
& +\sum_{k=0}^{\infty} c_{k} \frac{I_{0}\left(\beta_{k} r\right)}{I_{0}\left(\beta_{k} r_{1}\right)} \sin \left(\beta_{k}\left(z-z_{1}\right)\right) \tag{I.11}
\end{align*}
$$

for $\left(z_{1} \leq z \leq z_{2}\right)$ и $\left(r_{1} \leq r \leq r_{2}\right)$ :

$$
\begin{align*}
& U_{4}(r, z)=\sum_{q=1}^{\infty}\left(d_{q} \frac{\operatorname{sh} \lambda_{q}\left(z_{2}-z\right)}{\operatorname{sh} \lambda_{q}\left(z_{2}-z_{1}\right)}+s_{q} \frac{\operatorname{sh} \lambda_{q}\left(z-z_{1}\right)}{\operatorname{sh} \lambda_{q}\left(z_{2}-z_{1}\right)}\right) W_{0}\left(\lambda_{q}, r, r_{2}\right)+ \\
& \quad+\sum_{k=0}^{\infty}\left(c_{k} \frac{\widetilde{W}_{0}\left(\beta_{k}, r, r_{2}\right)}{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)}+h_{k} \frac{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r\right)}{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)}\right) \sin \left(\beta_{k}\left(z-z_{1}\right)\right) \tag{I.12}
\end{align*}
$$

where $\gamma_{m}$ - solution of the equation $J_{0}\left(\gamma_{m}\right)=0, \mu_{m}=\frac{\gamma_{m}}{r_{1}}, \alpha_{n}=\frac{\pi n}{z_{1}}, \beta_{k}=$ $\frac{\pi k}{z_{2}-z_{1}}$ - eigenvalues.
$\lambda_{q}-$ zeros of the linear combination of the Bessel functions of the first and second kind:

$$
W_{0}\left(\lambda_{q}, r_{1}, r_{2}\right)=0
$$

Finding coefficients in the series I.9-I. 12


Fig. 10: Notation of coefficients in the expansions of boundary functions.
To determine the potential distribution in the entire region of the modeled system, it is necessary to find the coefficients in the expansions of the potential in terms of eigenfunctions (see Fig. 10).

These coefficients represent the expansion coefficients of the functions on the boundaries of the subdomains of the system.

Based on the continuity conditions of the displacement vector at the interfaces between the regions I.8, we can establish equations that allow us to compute these coefficients. It is necessary to compute the partial derivatives of the potential distribution with respect to the variables $z$ and $r$ for each of the regions according to I.8.

$$
\begin{gathered}
\left.\varepsilon_{1} \frac{\partial U_{1}}{\partial r}\right|_{r=r_{1}}=\left.\varepsilon_{2} \frac{\partial U_{2}}{\partial r}\right|_{r=r_{1}} \\
\sum_{n=1}^{\infty} a_{n} \alpha_{n} \frac{I_{1}\left(\alpha_{n} r_{1}\right)}{I_{0}\left(\alpha_{n} r_{1}\right)} \sin \left(\alpha_{n} z\right)-\sum_{m=1}^{\infty} b_{m} \mu_{m} \frac{\operatorname{sh}\left(\mu_{m} z\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)} J_{1}\left(\gamma_{m}\right)+\left.\frac{\partial F}{\partial r}\right|_{r=r_{1}}= \\
=\frac{\varepsilon_{2}}{\varepsilon_{1}} \sum_{q=1}^{\infty} \lambda_{q} d_{q} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right) \frac{\operatorname{sh} \lambda_{q} z}{\operatorname{sh} \lambda_{q} z_{1}}+ \\
+\sum_{n=1}^{\infty}\left(\begin{array}{c}
\widetilde{W_{1}}\left(\lambda_{q}, r_{1}, r_{2}\right) \\
\widetilde{W}_{0}\left(\lambda_{q}, r_{1}, r_{2}\right)
\end{array}-g_{n} \frac{\widetilde{W}_{1}\left(\lambda_{q}, r_{1}, r_{1}\right)}{\widetilde{W}_{0}\left(\lambda_{q}, r_{1}, r_{2}\right)}\right) \sin \left(\alpha_{n} z\right),
\end{gathered}
$$

where

$$
\left.\frac{\partial F}{\partial r}\right|_{r=r_{1}}=-\frac{1}{\varepsilon_{0}} \sum_{m=1}^{\infty} \frac{2 \tau r_{q}}{\gamma_{m} r_{1} J_{1}\left(\gamma_{m}\right)} \mu_{m} J_{1}\left(\mu_{m} r_{q}\right) \frac{\operatorname{sh}\left(\mu_{m}\left(z_{1}-z_{q}\right)\right) \operatorname{sh}\left(\mu_{m} z\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)}
$$

for $0 \leqslant z \leqslant z_{q}$,

$$
\left.\frac{\partial F}{\partial r}\right|_{r=r_{1}}=-\frac{1}{\varepsilon_{0}} \sum_{m=1}^{\infty} \frac{2 \tau r_{q}}{\gamma_{m} r_{1} J_{1}\left(\gamma_{m}\right)} \mu_{m} J_{0}\left(\mu_{m} r_{q}\right) \frac{\operatorname{sh}\left(\mu_{m} z_{q}\right) \operatorname{sh}\left(\mu_{m}\left(z_{1}-z\right)\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)} .
$$

for $z_{q} \leqslant z \leqslant z_{1}$.
Let's multiply the previous equation by $\sin \left(\alpha_{n} z\right)$ and integrate with respect to the variable $z$ :

$$
\begin{array}{r}
a_{n} \alpha_{n} \frac{z_{1}}{2}\left(\frac{I_{1}\left(\alpha_{n} r_{1}\right)}{I_{0}\left(\alpha_{n} r_{1}\right)}-\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{\widetilde{W_{1}}\left(\alpha_{n}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)}\right)-\sum_{m=1}^{\infty} b_{m} \mu_{m} J_{1}\left(\gamma_{m}\right) \int_{0}^{z_{1}} \frac{\operatorname{sh}\left(\mu_{m} z\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)} \sin \left(\alpha_{n} z\right)= \\
=-\frac{\varepsilon_{2}}{\varepsilon_{1}} g_{n} \frac{\widetilde{W_{1}}\left(\alpha_{n}, r_{1}, r_{1}\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)} \alpha_{n} \frac{z_{1}}{2}+\frac{\varepsilon_{2}}{\varepsilon_{1}} \sum_{q=1}^{\infty} d_{q} \lambda_{q} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right) \int_{0}^{z_{1}} \frac{\operatorname{sh}\left(\lambda_{q} z\right)}{\operatorname{sh}\left(\lambda_{q} z_{1}\right)} \sin \left(\alpha_{n} z\right) d z+ \\
+\frac{1}{\varepsilon_{0}} \sum_{m=1}^{\infty} \frac{2 \tau r_{q} J_{0}\left(\mu_{m} r_{q}\right)}{\gamma_{m} r_{1} J_{1}^{2}\left(\gamma_{m}\right)} \mu_{m} J_{1}\left(\gamma_{m}\right)\left[\int_{0}^{z_{q}} \operatorname{sh}\left(\mu_{m} z\right) \sin \left(\alpha_{n} z\right) d z \frac{\operatorname{sh}\left(\mu_{m}\left(z_{1}-z_{q}\right)\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)}+\right. \\
\\
\left.+\int_{z_{q}}^{z_{1}} \operatorname{sh}\left(\mu_{m}\left(z_{1}-z\right)\right) \sin \left(\alpha_{n}(z)\right) d z \frac{\operatorname{sh}\left(\mu_{m} z_{q}\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)}\right]
\end{array}
$$

After calculation we have:

$$
\begin{array}{r}
a_{n} \alpha_{n} \frac{z_{1}}{2}\left(\frac{I_{1}\left(\alpha_{n} r_{1}\right)}{I_{0}\left(\alpha_{n} r_{1}\right)}-\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{\widetilde{W}_{1}\left(\alpha_{n}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)}\right)+\sum_{m=1}^{\infty} b_{m} \mu_{m} J_{1}\left(\gamma_{m}\right) \frac{\alpha_{n}}{\mu_{m}^{2}+\alpha_{n}^{2}}(-1)^{n}= \\
=-\frac{\varepsilon_{2}}{\varepsilon_{1}} g_{n} \alpha_{n} \frac{z_{1}}{2} \frac{\widetilde{W_{1}}\left(\alpha_{n}, r_{1}, r_{1}\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)}-\frac{\varepsilon_{2}}{\varepsilon_{1}} \sum_{q=1}^{\infty} d_{q} \lambda_{q} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right) \frac{\alpha_{n}}{\lambda_{q}^{2}+\alpha_{n}^{2}}(-1)^{n}+ \\
\quad+\frac{1}{\varepsilon_{0}} \sum_{m=1}^{\infty} \frac{2 \tau r_{q} J_{0}\left(\mu_{m} r_{q}\right)}{\gamma_{m} r_{1} J_{1}^{2}\left(\gamma_{m}\right)} \mu_{m} J_{1}\left(\gamma_{m}\right) \frac{\mu_{m}}{\mu_{m}^{2}+\alpha_{n}^{2}} \sin \left(\alpha_{n} z_{q}\right) \tag{I.13}
\end{array}
$$

At the boundary between the regions with potentials $U_{1}$ and $U_{3}$, the following equation holds true:

$$
\left.\frac{\partial U_{1}}{\partial z}\right|_{z=z_{1}}=\left.\frac{\partial U_{3}}{\partial z}\right|_{z=z_{1}}
$$

for $0 \leq r \leq r_{1}$, therefore:

$$
\begin{array}{r}
\sum_{n=1}^{\infty} a_{n} \alpha_{n}(-1)^{n} \frac{I_{0}\left(\alpha_{n} r\right)}{I_{0}\left(\alpha_{n} r_{1}\right)}+\sum_{m=1}^{\infty} b_{m} \mu_{m} \operatorname{cth}\left(\mu_{m} z_{1}\right) J_{0}\left(\mu_{m} r\right)- \\
-\frac{1}{\varepsilon_{0}} \frac{2 \tau r_{q}}{r_{1}} \sum_{m=1}^{\infty} \frac{J_{0}\left(\mu_{m} r_{q}\right)}{\gamma_{m} J_{1}^{2}\left(\gamma_{m}\right)} \mu_{m} \frac{\operatorname{sh}\left(\mu_{m} z_{q}\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)} J_{0}\left(\mu_{m} r\right)= \\
=\sum_{m=1}^{\infty}\left[-b_{m} \mu_{m} \operatorname{cth}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)+t_{m} \mu_{m} \frac{1}{\operatorname{sh}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)}\right] J_{0}\left(\mu_{m} r\right)+ \\
+\sum_{k=1}^{\infty} c_{k} \beta_{k} \frac{I_{0}\left(\beta_{k} r\right)}{I_{0}\left(\beta_{k} r_{1}\right)},
\end{array}
$$

by multiplying the last equation by $r J_{0}\left(\mu_{m} r\right)$ and integrating with respect to $r$, we obtain:

$$
\begin{array}{r}
\sum_{n=1}^{\infty} a_{n} \alpha_{n}(-1)^{n} \frac{r_{1} \mu_{m}}{\mu_{m}^{2}+\alpha_{n}^{2}} J_{1}\left(\gamma_{m}\right)+ \\
+b_{m} \mu_{m}\left[\operatorname{cth}\left(\mu_{m} z_{1}\right)+\operatorname{cth}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)\right] \frac{r_{1}^{2}}{2} J_{1}^{2}\left(\gamma_{m}\right)- \\
-\sum_{k=1}^{\infty} c_{k} \beta_{k} \frac{r_{1} \mu_{m}}{\mu_{m}^{2}+\beta_{k}^{2}} J_{1}\left(\gamma_{m}\right)=\frac{1}{\varepsilon_{0}} \frac{2 \tau r_{q}}{r_{1}} \frac{J_{0}\left(\mu_{m} r_{q}\right)}{\gamma_{m} J_{1}^{2}\left(\gamma_{m}\right)} \mu_{m} \frac{\operatorname{sh}\left(\mu_{m} z_{q}\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)} \frac{r_{1}^{2}}{2} J_{1}^{2}\left(\gamma_{m}\right)+  \tag{I.14}\\
+t_{m} \mu_{m} \frac{1}{\operatorname{sh}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)} \frac{r_{1}^{2}}{2} J_{1}^{2}\left(\gamma_{m}\right)
\end{array}
$$

Next, we equate the derivatives at $r=r_{1}$ on the boundary between the regions with the potential distributions given by the functions $U_{3}(r, z)$ and $U_{4}(r, z)$ :

$$
\begin{gathered}
\left.\frac{\partial U_{3}}{\partial r}\right|_{r=r_{1}}=\left.\frac{\varepsilon_{1}}{\varepsilon_{2}} \frac{\partial U_{4}}{\partial r}\right|_{r=r_{1}} \\
-\sum_{m=1}^{\infty}\left[b_{m} \mu_{m} \frac{\operatorname{sh}\left(\mu_{m}\left(z_{2}-z\right)\right)}{\operatorname{sh}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)}+t_{m} \mu_{m} \frac{\operatorname{sh}\left(\mu_{m}\left(z-z_{1}\right)\right)}{\operatorname{sh}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)}\right] J_{1}\left(\gamma_{m}\right)+ \\
+\sum_{k=1}^{\infty} c_{k} \beta_{k} \frac{I_{1}\left(\beta_{k} r_{1}\right)}{I_{0}\left(\beta_{k} r_{1}\right)} \sin \left(\beta_{k}\left(z-z_{1}\right)\right)= \\
=\frac{\varepsilon_{2}}{\varepsilon_{1}}\left[\left(\sum_{k=1}^{\infty} c_{k} \beta_{k} \frac{\widetilde{W_{1}}\left(\beta_{k}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)}-h_{k} \beta_{k} \frac{1}{\beta_{k} r_{1}} \frac{1}{\widetilde{W_{0}}\left(\beta_{k}, r_{1}, r_{2}\right)}\right) \sin \left(\beta_{k}\left(z-z_{1}\right)\right)+\right. \\
\left.+\sum_{q=1}^{\infty}\left(d_{q} \frac{\operatorname{sh}\left(\lambda_{q}\left(z_{2}-z\right)\right)}{\operatorname{sh}\left(\lambda_{q}\left(z_{2}-z_{1}\right)\right)}+s_{q} \frac{\operatorname{sh}\left(\lambda_{q}\left(z-z_{1}\right)\right)}{\operatorname{sh}\left(\lambda_{q}\left(z_{2}-z_{1}\right)\right)}\right) \lambda_{q} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right)\right]
\end{gathered}
$$

where:

$$
\left.\widetilde{W_{0}}\left(\beta_{k}, r_{1}, r\right)^{\prime}\right|_{r=r_{1}}=\beta_{k}\left[-I_{0}\left(\beta_{k} r_{1}\right) K_{1}\left(\beta_{k} r_{1}\right)-I_{1}\left(\beta_{k} r_{1}\right) K_{0}\left(\beta_{k} r_{1}\right)\right]=-\frac{1}{r_{1}}
$$

We multiply the last equation by $\sin \left(\beta_{k}\left(z-z_{1}\right)\right)$ and integrate it with respect to $z$ :

$$
\begin{aligned}
& -\sum_{m=1}^{\infty} b_{m} \frac{\mu_{m} J_{1}\left(\gamma_{m}\right)}{\operatorname{sh}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)} \int_{z_{1}}^{z_{2}} \operatorname{sh}\left(\mu_{m}\left(z_{2}-z\right)\right) \sin \left(\beta_{k}\left(z-z_{1}\right)\right) d z+ \\
& +c_{k} \beta_{k} \frac{z_{2}-z_{1}}{2}\left(\frac{I_{1}\left(\beta_{k} r_{1}\right)}{I_{0}\left(\beta_{k} r_{1}\right)}-\frac{\varepsilon_{2}}{\varepsilon_{1}} \widetilde{W}_{1}\left(\beta_{k}, r_{1}, r_{2}\right)\right. \\
& \left.=\sum_{m=1}^{\infty} t_{m} \frac{\mu_{m} J_{1}\left(\gamma_{m}\right)}{\operatorname{sh}\left(r_{1}, r_{2}\right)}\right)= \\
& \left.z_{m}\left(z_{2}-z_{1}\right)\right) \\
& z_{z_{1}} \operatorname{sh}\left(\mu_{m}\left(z-z_{1}\right)\right) \sin \left(\beta_{k}\left(z-z_{1}\right)\right) d z- \\
& \quad-h_{k} \frac{1}{r_{1}} \frac{1}{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)} \frac{z_{2}-z_{1}}{2}+ \\
& +\sum_{q=1}^{\infty} d_{q} \lambda_{q} \frac{\left.W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right)\right)}{\operatorname{sh}\left(\lambda_{q}\left(z_{2}-z_{1}\right)\right)} \int_{z_{1}}^{z_{2}} \operatorname{sh}\left(\lambda_{q}\left(z_{2}-z\right)\right) \sin \left(\beta_{k}\left(z-z_{1}\right)\right) d z+ \\
& +\sum_{q=1}^{\infty} s_{q} \lambda_{q} \frac{W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right)}{\operatorname{sh}\left(\lambda_{q}\left(z_{2}-z_{1}\right)\right)} \int_{z_{1}}^{z_{2}} \operatorname{sh}\left(\lambda_{q}\left(z-z_{1}\right)\right) \sin \left(\beta_{k}\left(z-z_{1}\right)\right) d z,
\end{aligned}
$$

now we have:

$$
\begin{array}{r}
-\sum_{m=1}^{\infty} b_{m} \mu_{m} J_{1}\left(\gamma_{m}\right) \frac{\beta_{k}}{\mu_{m}^{2}+\beta_{k}^{2}}+c_{k} \beta_{k} \frac{z_{2}-z_{1}}{2}\left(\frac{I_{1}\left(\beta_{k} r_{1}\right)}{I_{0}\left(\beta_{k} r_{1}\right)}-\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{\widetilde{W_{1}}\left(\beta_{k}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)}\right)= \\
=-\sum_{m=1}^{\infty} t_{m} \mu_{m} J_{1}\left(\gamma_{m}\right) \frac{\beta_{k}(-1)^{k}}{\mu_{m}^{2}+\beta_{k}^{2}}-h_{k} \frac{1}{r_{1}} \frac{1}{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)} \frac{z_{2}-z_{1}}{2} \frac{\varepsilon_{2}}{\varepsilon_{1}}+ \\
+\frac{\varepsilon_{2}}{\varepsilon_{1}} \sum_{q=1}^{\infty} d_{q} \lambda_{q} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right) \frac{\beta_{k}}{\lambda_{q}^{2}+\beta_{k}^{2}}-\frac{\varepsilon_{2}}{\varepsilon_{1}} \sum_{q=1}^{\infty} s_{q} \lambda_{q} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right) \frac{\beta_{k}^{2}}{\lambda_{q}^{2}+\beta_{k}^{2}}(-1)^{k} .
\end{array}
$$

For convenience, let's represent equations I.13-I. 15 in the following form:

$$
\begin{gather*}
\left.\varepsilon_{1} \frac{\partial U_{1}}{\partial r}\right|_{r=r_{1}}=\left.\varepsilon_{2} \frac{\partial U_{2}}{\partial r}\right|_{r=r_{1}}: \\
a_{n}\left(\frac{I_{1}\left(\alpha_{n} r_{1}\right)}{I_{0}\left(\alpha_{n} r_{1}\right)}-\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{\widetilde{W}_{1}\left(\alpha_{n}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)}\right)+\left[\sum_{m=1}^{\infty} b_{m} J_{1}\left(\gamma_{m}\right) \frac{\mu_{m}}{\mu_{m}^{2}+\alpha_{n}^{2}}\right] \frac{2(-1)^{n}}{z_{1}}= \\
=-\frac{\varepsilon_{2}}{\varepsilon_{1}} g_{n} \frac{\widetilde{W}_{1}\left(\alpha_{n}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)}-\frac{\varepsilon_{2}}{\varepsilon_{1}}\left[\sum_{q=1}^{\infty} d_{q} \lambda_{q} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right) \frac{\alpha_{n}}{\lambda_{q}^{2}+\alpha_{n}^{2}}\right] \frac{2(-1)^{n}}{z_{1}-z}+  \tag{I.16}\\
\quad+\frac{1}{\varepsilon_{0}} \sum_{m=1}^{\infty} \frac{4 \tau r_{q} J_{0}\left(\mu_{m} r_{q}\right)}{\pi n\left(r_{1}\right)^{2} J_{1}\left(\gamma_{m}\right)} \frac{\mu_{m}^{2}}{\mu_{m}^{2}+\alpha_{n}^{2}} \sin \left(\alpha_{n} z_{q}\right),
\end{gather*}
$$

where

$$
\begin{aligned}
& \widetilde{W}_{1}\left(\alpha_{n}, r_{1}, r_{2}\right)= \frac{1}{\alpha_{n} r_{1}} ; \quad W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right)=-\frac{2}{\pi \lambda_{q} r_{1}} \frac{J_{0}\left(\lambda_{q} r_{2}\right)}{J_{0}\left(\lambda_{q} r_{1}\right)} . \\
&\left.\varepsilon_{1} \frac{\partial U_{1}}{\partial z}\right|_{z=z_{1}}=\left.\varepsilon_{2} \frac{\partial U_{3}}{\partial z}\right|_{z=z_{1}}:
\end{aligned}
$$

$$
\begin{gather*}
\frac{2}{r_{1} J_{1}\left(\gamma_{m}\right)} \sum_{n=1}^{\infty} a_{n}(-1)^{n} \frac{\alpha_{n}}{\alpha_{n}^{2}+\mu_{m}^{2}}+b_{m}\left[\operatorname{cth}\left(\mu_{m} z_{1}\right)+\operatorname{cth}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)\right]- \\
-\frac{2}{r_{1} J_{1}\left(\gamma_{m}\right)} \sum_{k=1}^{\infty} c_{k} \frac{\beta_{k}}{\beta_{k}^{2}+\mu_{m}^{2}}=\frac{1}{\varepsilon_{0}} \frac{2 \tau r_{q}}{r_{1}} \frac{J_{0}\left(\mu_{m} r_{q}\right)}{\gamma_{m} J_{1}^{2}\left(\gamma_{m}\right)} \frac{\operatorname{sh}\left(\mu_{m} z_{q}\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)}+t_{m} \frac{1}{\operatorname{sh}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)} .  \tag{I.17}\\
\text { (I.1 } \\
\left.\varepsilon_{1} \frac{\partial U_{3}}{\partial r}\right|_{r=r_{1}}=\left.\varepsilon_{2} \frac{\partial U_{4}}{\partial r}\right|_{r=r_{1}}: \\
-\frac{2}{z_{2}-z_{1}} \sum_{m=1}^{\infty} b_{m} \frac{\mu_{m}}{\beta_{k}^{2}+\mu_{m}^{2}} J_{1}\left(\gamma_{m}\right)+c_{k}\left(\frac{I_{1}\left(\beta_{k} r_{1}\right)}{I_{0}\left(\beta_{k} r_{1}\right)}-\frac{\varepsilon_{2} \widetilde{W}_{1}\left(\beta_{k}, r_{1}, r_{2}\right)}{\varepsilon_{1}} \frac{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)}{}\right)=  \tag{I.18}\\
=\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{2}{z_{2}-z_{1}} \sum_{q=1}^{\infty}\left[d_{q}-s_{q}(-1)^{k}\right] \frac{\lambda_{q}}{\lambda_{q}^{2}+\beta_{k}^{2}} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right)- \\
-\frac{2}{z_{2}-z_{1}} \sum_{m=1}^{\infty} t_{m} \frac{\mu_{m}}{\beta_{k}^{2}+\mu_{m}^{2}}(-1)^{k} J_{1}\left(\gamma_{m}\right)-\frac{\varepsilon_{2}}{\varepsilon_{1}} h_{k} \frac{1}{\beta_{k} r_{1}} \frac{1}{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)},
\end{gather*}
$$

where

$$
W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right)=-\frac{2}{\pi \lambda_{q} r_{1}} \frac{J_{0}\left(\lambda_{q} r_{2}\right)}{J_{0}\left(\lambda_{q} r_{1}\right)} .
$$

In equations I. 16 - I.18, let's calculate the values of the known coefficients for which the values of the electrostatic potential are specified on the boundaries of the system. Let's calculate the coefficient $d_{q}$ :

$$
U_{2}\left(r, z_{1}\right)=f_{3}(r)=\sum_{q=1}^{\infty} d_{q} W_{0}\left(\lambda_{q}, r, r_{2}\right) .
$$

Let's multiply the expression by $r W_{0}\left(\lambda_{q}, r, r_{2}\right)$ and integrate it with respect to $r$ :

$$
d_{q} \frac{2}{\pi^{2} \lambda_{q}^{2}} \frac{J_{0}^{2}\left(\lambda_{q} r_{1}\right)-J_{0}^{2}\left(\lambda_{q} r_{2}\right)}{J_{0}^{2}\left(\lambda_{q} r_{1}\right)}=\int_{r_{1}}^{r_{2}} f_{3}(r) r W_{0}\left(\lambda_{q}, r, r_{2}\right) d r,
$$

let's assume that $f_{3}(r)=$ const $=f_{3}$, then:

$$
d_{q}=\pi f_{3} \frac{J_{0}\left(\lambda_{q} r_{1}\right)}{J_{0}\left(\lambda_{q} r_{1}\right)+J_{0}\left(\lambda_{q} r_{2}\right)} .
$$

then let's find the coefficient $g_{n}$ :

$$
U_{2}\left(r_{2}, z\right)=\sum_{n=1}^{\infty} g_{n} \sin \left(\alpha_{n} z\right)=f_{1}(z),
$$

Multiply both sides by $\sin (\alpha z)$ and integrate with respect to $z$ :

$$
g_{n}=\frac{2}{z_{1}} \int_{0}^{z_{1}} f_{1}(z) \sin \left(\alpha_{n} z\right) d z
$$

Let's $f_{1}(z)=$ const $=f_{1}$ :

$$
g_{n}=f_{1} \frac{2}{z_{1}} \frac{(-1)^{n}}{\alpha_{n}}\left((-1)^{n}-1\right)=f_{1} \frac{2}{\pi n}\left(1-(-1)^{n}\right) .
$$

the following equality holds true for $t_{m}$ :

$$
U_{3}\left(r, z_{2}\right)=f_{2}(r)=\sum_{m=1}^{\infty} t_{m} J_{0}\left(\mu_{m} r\right),
$$

Multiply by $r J_{0}\left(\mu_{m} r\right)$ and integrate with respect to $r$ :

$$
t_{m}=\frac{2}{r_{1}^{2} J_{1}^{2}\left(\gamma_{m}\right)} \int_{0}^{r_{1}} f_{2}(r) r J_{0}\left(\mu_{m} r\right) d r .
$$

Let's $f_{2}(r)=$ const $=f_{2}$, then:

$$
t_{m}=\frac{2 f_{2}}{r_{1}^{2} J_{1}^{2}\left(\gamma_{m}\right)} \frac{r_{1}^{2}}{\gamma_{m}} J_{1}\left(\gamma_{m}\right)=f_{2} \frac{2}{\gamma_{m} J_{1}\left(\gamma_{m}\right)} .
$$

Let's find $s_{q}$ :

$$
U_{4}\left(r, z_{2}\right)=f_{2}(r)=\sum_{m=1}^{\infty} s_{q} W_{0}\left(\lambda_{q}, r, r_{2}\right),
$$

Multiply by $r W_{0}\left(\lambda_{q}, r, r_{2}\right)$ and integrate with respect to $r$ :

$$
s_{q}=\frac{\pi^{2} \lambda_{q}^{2}}{2} \frac{J_{0}^{2}\left(\lambda_{q} r_{1}\right)}{J_{0}^{2}\left(\lambda_{q} r_{1}\right)-J_{0}^{2}\left(\lambda_{q} r_{2}\right)} \int_{r_{1}}^{r_{2}} f_{2}(r) r W_{0}\left(\lambda_{q}, r, r_{2}\right) d r .
$$

Let's $f_{2}(r)=$ const $=f_{2}$, then:

$$
s_{q}=f_{2} \pi \frac{J_{0}\left(\lambda_{q} r_{1}\right)}{J_{0}\left(\lambda_{q} r_{1}\right)+J_{0}\left(\lambda_{q} r_{2}\right)} .
$$

Let's find $h_{k}$ :

$$
U_{4}\left(r_{2}, z\right)=f_{1}(z)=\sum_{k=1}^{\infty} h_{k} \sin \left(\beta_{k}\left(z-z_{1}\right)\right),
$$

multiply by the eigenfunctions and integrate with respect to $z$ :

$$
h_{k}=\frac{2}{z_{2}-z_{1}} \int_{z_{1}}^{z_{2}} f_{1}(z) \sin \left(\beta_{k}\left(z-z_{1}\right)\right) d z
$$

If $f_{1}(z)=$ const $=f_{1}$, then:

$$
h_{k}=f_{1} \frac{2}{\pi k}\left(1-(-1)^{k}\right) .
$$

We can construct the matrix of the system I. 16 - I. 18 that will allow us to compute the unknown coefficients. It will be composed of the coefficients corresponding to the unknown coefficients:

$$
M=\left(\begin{array}{lll}
A_{1} & B_{1} & C_{1} \\
A_{2} & B_{2} & C_{2} \\
A_{3} & B_{3} & C_{3}
\end{array}\right)
$$

on the right-hand side of the system I. 16 - I.18, there is a vector determined by coefficients whose values are known to us:

$$
D=\left(\begin{array}{l}
D_{1}  \tag{I.19}\\
D_{2} \\
D_{3}
\end{array}\right)
$$

To compute the matrix M , we need to evaluate each of the blocks $A_{i}, B_{i}, C_{i}(i=$ $1,2,3)$ :

$$
A_{1}=\left(\begin{array}{ccccc}
a_{11}^{1} & \ldots & 0 & 0 & 0 \\
\vdots & \ddots & \ldots & 0 & 0 \\
0 & \ldots & a_{i j}^{1} & \ldots & 0 \\
0 & 0 & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & a_{n n}^{1}
\end{array}\right) \quad B_{1}=\left(\begin{array}{ccccc}
b_{11}^{1} & \ldots & b_{1 j}^{1} & \ldots & b_{1 m}^{1} \\
\vdots & \ddots & \ldots & \ldots & \vdots \\
b_{i 1}^{1} & \ldots & b_{i j}^{1} & \ldots & b_{i m}^{1} \\
\vdots & \ldots & \ldots & \ddots & \vdots \\
b_{n 1}^{1} & \ldots & b_{n j}^{1} & \ldots & b_{n m}^{1}
\end{array}\right) \quad C_{1}=(\varnothing),
$$

where:

$$
\begin{align*}
& a_{i j}^{1}= \begin{cases}\left(\frac{I_{1}\left(\alpha_{j} r_{1}\right)}{I_{0}\left(\alpha_{j} r_{1}\right)}-\frac{\varepsilon_{1}}{\varepsilon_{2}} \frac{\widetilde{W_{1}}\left(\alpha_{j}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\alpha_{j}, r_{1}, r_{2}\right)}\right), & i=j=1 \div n ; \\
0, & i \neq j, i, j=1 \div n ;\end{cases}  \tag{I.20}\\
& b_{i j}^{1}=\frac{2(-1)^{i}}{z_{1}} \frac{\mu_{j}}{\mu_{j}^{2}+\alpha_{i}^{2}} J_{1}\left(\gamma_{j}\right), i=1 \div n, j=1 \div m ; \\
& c_{i j}^{1}=0, i, j=1 \div n .
\end{align*}
$$

Similarly, let's express the following blocks of the matrix $M$ :

$$
\begin{gathered}
A_{2}=\left(\begin{array}{ccccc}
a_{11}^{2} & \ldots & a_{1 j}^{2} & \ldots & a_{1 n}^{2} \\
\vdots & \ddots & \ldots & \ldots & \vdots \\
a_{i 1}^{2} & \ldots & a_{i j}^{2} & \ldots & a_{i n}^{2} \\
\vdots & \ldots & \ldots & \ddots & \vdots \\
a_{m 1}^{2} & \ldots & a_{m j}^{2} & \ldots & a_{m n}^{2}
\end{array}\right) \quad B_{2}=\left(\begin{array}{ccccc}
b_{11}^{2} & \ldots & 0 & 0 & 0 \\
\vdots & \ddots & \ldots & 0 & 0 \\
0 & \ldots & b_{i j}^{2} & \ldots & 0 \\
0 & 0 & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & b_{m m}^{2}
\end{array}\right) \\
\\
\\
\\
C_{2}=\left(\begin{array}{cccccc}
c_{11}^{2} & \ldots & c_{1 j}^{2} & \ldots & c_{1 k}^{2} \\
\vdots & \ddots & \ldots & \ldots & \vdots \\
c_{i 1}^{2} & \ldots & c_{i j}^{2} & \ldots & c_{i k}^{2} \\
\vdots & \ldots & \ldots & \ddots & \vdots \\
c_{m 1}^{2} & \ldots & c_{m j}^{2} & \ldots & c_{m k}^{2}
\end{array}\right),
\end{gathered}
$$

where:

$$
\begin{align*}
& a_{i j}^{2}=\frac{2}{r_{1} J_{1}\left(\gamma_{i}\right)}(-1)^{j} \frac{\alpha_{j}}{\alpha_{j}^{2}+\mu_{i}^{2}}, i=1 \div m, j=1 \div n ; \\
& b_{i j}^{2}= \begin{cases}\operatorname{cth}\left(\mu_{i} z_{1}\right)+\operatorname{cth}\left(\mu_{i}\left(z_{2}-z_{1}\right)\right), & i=j=1 \div m ; \\
0, & j \neq i, i, j=1 \div m ;\end{cases}  \tag{I.21}\\
& c_{i j}^{2}=-\frac{2}{r_{1} J_{1}\left(\gamma_{i}\right)} \frac{\beta_{j}}{\beta_{j}^{2}+\mu_{i}^{2}}, i=1 \div m, j=1 \div n .
\end{align*}
$$

Third line takes a form:

$$
A_{3}=(\varnothing) \quad B_{3}=\left(\begin{array}{ccccc}
b_{11}^{3} & \ldots & b_{1 j}^{3} & \ldots & b_{1 m}^{3} \\
\vdots & \ddots & \ldots & \ldots & \vdots \\
b_{i 1}^{3} & \ldots & b_{i j}^{3} & \ldots & b_{i m}^{3} \\
\vdots & \ldots & \ldots & \ddots & \vdots \\
b_{k 1}^{3} & \ldots & b_{k j}^{3} & \ldots & b_{k m}^{3}
\end{array}\right) \quad C_{3}=\left(\begin{array}{ccccc}
c_{11}^{3} & \ldots & 0 & 0 & 0 \\
\vdots & \ddots & \ldots & 0 & 0 \\
0 & \ldots & c_{i j}^{3} & \ldots & 0 \\
0 & 0 & \ldots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & c_{k k}^{3},
\end{array}\right)
$$

where:

$$
\begin{align*}
& a_{i j}^{3}=0, i=1 \div k, j=1 \div m ; \\
& b_{i j}^{3}=-\frac{2}{z_{2}-z_{1}} \frac{\mu_{j}}{\mu_{j}^{2}+\beta_{i}^{2}} J_{1}\left(\gamma_{m}\right), i=1 \div k, j=1 \div m ; \\
& c_{i j}^{3}= \begin{cases}\frac{I_{1}\left(\beta_{i} r_{1}\right)}{I_{0}\left(\beta_{i} r_{1}\right)}-\frac{\varepsilon_{1}}{\varepsilon_{2}} \frac{\widetilde{W}_{1}\left(\beta_{i}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\beta_{i}, r_{1}, r_{2}\right)}, & i=1=j \div k ; \\
0, & i \neq j, i, j=1 \div k .\end{cases} \tag{I.22}
\end{align*}
$$

Let's represent the right-hand side of the system I. 16 - I. 18 according to how the rows of matrix $M$ were presented.

Then the first components $D_{1}$ of vector $D$ will have the following form:

$$
\begin{align*}
d_{n}^{1}=-\frac{\varepsilon_{2}}{\varepsilon_{1}} g_{n} & \frac{\widetilde{W}_{1}\left(\alpha_{n}, r_{1}, r_{2}\right)}{\widetilde{W}_{0}\left(\alpha_{n}, r_{1}, r_{2}\right)}-\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{2(-1)^{n}}{z_{1}} \sum_{q=1}^{\infty} d_{q} \frac{\lambda_{q}}{\lambda_{q}^{2}+\alpha_{n}^{2}} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right),+  \tag{I.23}\\
& +\frac{1}{\varepsilon_{0}} \tau \frac{4 r_{q}}{r_{1}^{2} \pi n} \sum_{m=1}^{\infty} \frac{J_{0}\left(\mu_{m} r_{q}\right)}{J_{1}\left(\gamma_{m}\right)} \frac{\mu_{m}}{\mu_{m}^{2}+\alpha_{n}^{2}} \sin \left(\alpha_{n} z_{q}\right),
\end{align*}
$$

The second components $D_{2}$ of vector $D$ will have the following form:

$$
\begin{equation*}
d_{m}^{2}=\frac{1}{\varepsilon_{0}} \tau \frac{2 r_{q}}{r_{1}} \frac{J_{0}\left(\mu_{m} r_{q}\right)}{\gamma_{m} J_{1}^{2}\left(\gamma_{m}\right)} \frac{\operatorname{sh}\left(\mu_{m} z_{q}\right)}{\operatorname{sh}\left(\mu_{m} z_{1}\right)}+t_{m} \frac{1}{\operatorname{sh}\left(\mu_{m}\left(z_{2}-z_{1}\right)\right)}, \tag{I.24}
\end{equation*}
$$

For the third component $D_{3}$ of vector $D$, the following expression holds true:

$$
\begin{gather*}
d_{k}^{3}=\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{2}{z_{2}-z_{1}} \sum_{q=1}^{\infty}\left(d_{q}-s_{q}(-1)^{k}\right) \frac{\lambda_{q}}{\lambda_{q}^{2}+\beta_{k}^{2}} W_{1}\left(\lambda_{q}, r_{1}, r_{2}\right)- \\
-\frac{2}{z_{2}-z_{1}} \sum_{m=1}^{\infty} t_{m} \frac{\mu_{m}}{\mu_{m}^{2}+\beta_{k}^{2}}(-1)^{k} J_{1}\left(\gamma_{m}\right)-\frac{\varepsilon_{2}}{\varepsilon_{1}} h_{k} \frac{1}{\beta_{k} r_{1}} \frac{1}{\widetilde{W}_{0}\left(\beta_{k}, r_{1}, r_{2}\right)} . \tag{I.25}
\end{gather*}
$$

Formulas I. 9 - I.12, I. 16 - I. 25 define the potential distribution throughout the entire region of the studied triode system.

The main results of this chapter have been published in the papers $[11,32,33$, 35, 99].

# II Modeling planar-symmetric two-dimensional diode systems with blade-shaped field cathodes in the Cartesian coordinate system. 

The following sources were used in writing Chapter II: $[5,12,13,14,15]$.
This chapter presents methods for modeling planar-symmetric diode emission systems with blade-shaped field emitters located on a flat substrate $[7,44]$. The anode is a plane parallel to the substrate. The method of separation of variables in Cartesian coordinates is used to calculate the distribution of electrostatic potential throughout the system. Additionally, diode systems with two different dielectric materials filling their inner region are investigated [98].

## II. 1 Modeling a diode field emission system with a charged wire.

Formulation of the physical problem of calculating the potential of a system with a charged wire

Let's consider the problem of modeling a diode system using a charged wire in Cartesian coordinates $(x, y, z)$. Neglecting edge effects, we assume that the shape of the blade-shaped cathode does not vary along the $z$ variable. Thus, the potential distribution $V(x, y)$ depends on two coordinates $(x, y)$. The cathode is located on a flat substrate, and the anode is a plane parallel to the cathode substrate.

System parameters:
$y=0$ - cathode substrate;
$y=y_{1}$ - anode surface;
$x=0, x=x_{1}$ - outer boundaries of the system along the $x$ variable.
Boundary conditions:

$$
\begin{align*}
& V(x, 0)=0, \quad 0 \leq x \leq x_{1}, \\
& V\left(x, y_{1}\right)=U_{0}, \quad 0 \leq x \leq x_{1}, \\
& V(0, y)=\frac{U_{0} y}{y_{0}}, \quad 0 \leq y \leq y_{0},  \tag{II.1}\\
& V\left(x_{1}, y\right) \frac{U_{0} y}{y_{0}}, \quad 0 \leq y \leq y_{0} .
\end{align*}
$$



Fig. 11: A schematic representation of a system with a charged wire on a plane
Let's represent the potential distribution throughout the entire system as follows:

$$
\begin{equation*}
V(x, y)=U_{0} \frac{y}{y_{1}}+U(x, y), 0 \leq x \leq x_{1}, 0 \leq y \leq y_{1} . \tag{II.2}
\end{equation*}
$$

The influence of the field-emitting cathode on the field distribution is replaced by the influence of a charged wire with a charge density of $\tau$, positioned in the $x O y$ plane at coordinates $x=x_{0}, y=y_{0}$. Fig. 11 illustrates the schematic representation of the system with a charged wire in the two-dimensional domain $(x, y)$. It is assumed that the surface of the actual cathode coincides with the zero equipotential. The potential of the emitter substrate is zero, and the potential of the anode is $U_{0}$. The lateral boundaries of the system along the $x$ variable are defined by a linear function.

## The mathematical model of a system with a charged wire in a bounded domain

Assuming a uniform distribution of charge density $\rho$, the charge is evenly spread within a small volume of a rectangle. [12, 17]:

$$
x_{0}-\varepsilon<x<x_{0}+\varepsilon ; \quad y_{0}-\delta<y<y_{0}+\delta,
$$

then $\tau=\lim _{\varepsilon \rightarrow 0, \delta \rightarrow 0} 4 \varepsilon \delta \rho$, the problem reduces to solving the Poisson's equation:

$$
\begin{equation*}
\triangle U(x, y)=\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}=-\frac{\rho(x, y)}{\varepsilon_{0}} \tag{II.3}
\end{equation*}
$$

where

$$
\rho(x, y)= \begin{cases}\rho, & \left|x-x_{0}\right|<\varepsilon \text { и }\left|y-y_{0}\right|<\delta,  \tag{II.4}\\ 0, & \left|x-x_{0}\right|>\varepsilon \text { или }\left|y-y_{0}\right|>\delta,\end{cases}
$$

with the following boundary conditions:

$$
\begin{equation*}
U(0, y)=0, U(x, 0)=0, U\left(x_{1}, y\right)=0, U\left(x, y_{1}\right)=0 \tag{II.5}
\end{equation*}
$$

## Calculating the potential distribution of a system with a charged wire

The eigenfunctions are found with respect to the variable $y$. The differential equation for the eigenfunctions takes the following form:

$$
Y^{\prime \prime}+\lambda Y=0
$$

the integral:

$$
Y_{n}(y)=C_{1} \sin \left(\sqrt{\lambda}_{n} y\right)+C_{2} \cos \left(\sqrt{\lambda}_{n} y\right)
$$

The eigenfunctions have to satisfy following conditions:

$$
Y_{n}(0)=Y_{n}\left(y_{1}\right)=0
$$

From the first equation, we can conclude that $C_{2}=0$. Using the second equation, we find:

$$
\lambda_{n}=\frac{n^{2} \pi^{2}}{y_{1}^{2}}
$$

then system of functions defines the eigenfunctions we need to find:

$$
Y_{n}(y)=\sin \frac{n \pi}{y_{1}} y
$$

The solution is sought in the form of a series:

$$
\begin{equation*}
U(x, y)=\sum_{n=1}^{\infty} \nu_{n}(x) \sin \frac{\pi n}{y_{1}} y \tag{II.6}
\end{equation*}
$$

Multiplying both sides of the equation by $\sin \left(\frac{\pi n}{y_{1}} y\right)$ and integrating with respect to $y$ from 0 to $y_{1}$, we obtain:

$$
\left.\nu_{n}(x)=\frac{2}{y_{1}} \int_{0}^{y_{1}} U(x, y)\right) \sin \frac{\pi n}{y_{1}} y d y
$$

Multiplying equation II. 6 by $\sin \left(\frac{\pi n}{y_{1}} y\right)$ and integrating with respect to $y$ from 0 to $y_{1}$ in order to find $\nu_{n}(x)$ :

$$
\int_{0}^{y_{1}} \frac{\partial^{2} U}{\partial x^{2}} \sin \frac{\pi n}{y_{1}} y d y+\int_{0}^{y_{1}} \frac{\partial^{2} U}{\partial y^{2}} \sin \frac{\pi n}{y_{1}} y d y=-\frac{1}{\varepsilon_{0}} \int_{0}^{y_{1}} \rho(x, y) \sin \frac{\pi n}{y_{1}} y d y .
$$

Considering conditions II.4, we have:

$$
\nu_{n}^{\prime \prime}(x)-\left(\frac{n \pi}{y_{1}}\right)^{2} \nu_{n}(x)=-\frac{2}{y_{1} \varepsilon_{0}} \phi(x) \int_{y_{0}-\delta}^{y_{0}+\delta} \sin \frac{n \pi}{y_{1}} y d y,
$$

where:

$$
\phi(x)= \begin{cases}\rho, & \left|x-x_{0}\right|<\varepsilon  \tag{II.7}\\ 0, & \left|x-x_{0}\right|>\varepsilon\end{cases}
$$

from which we can derive the final form of the equation:

$$
\nu_{n}^{\prime \prime}(x)-\left(\frac{n \pi}{y_{1}}\right)^{2} \nu_{n}(x)=-\frac{4 \delta}{\varepsilon_{0} y_{1}} \phi(x) \sin \frac{n \pi y_{0}}{y_{1}} .
$$

The solution can be represented in the following form:

$$
\nu_{n}(x)=C_{1}(x) \operatorname{ch} \frac{n \pi}{y_{1}} x+C_{2}(x) \operatorname{sh} \frac{n \pi}{y_{1}} x .
$$

Taking into account the homogeneous boundary conditions, we find that $C_{1}=0$. Then, for $C_{2}$, the following expression holds [17]:

$$
C_{2}=\lim _{\varepsilon \rightarrow 0, \delta \rightarrow 0} \frac{8 \rho \varepsilon \delta \sin \frac{n \pi}{y_{1}} y_{0} \sin \frac{n \pi}{y_{1}}\left(x_{1}-x_{0}\right)}{n \pi \varepsilon_{0} \sin \frac{n \pi}{y_{1}} x_{1}}=\frac{2 \tau \sin \frac{n \pi}{y_{1}} y_{0} \sin \frac{n \pi}{y_{1}}\left(x_{1}-x_{0}\right)}{n \pi \varepsilon_{0} \sin \frac{n \pi}{y_{1}} x_{1}} .
$$

Thus, we obtain the solution to the boundary problem II.1-II.4: for $x \leq x_{0}$

$$
\begin{equation*}
U(x, y)=\frac{2 \tau}{\pi \varepsilon_{0}} \sum_{n=1}^{\infty} \frac{\operatorname{sh}\left(\frac{\pi n}{y_{1}}\left(x_{1}-x_{0}\right)\right)}{n \operatorname{sh}\left(\frac{\pi n}{y_{1}} x_{1}\right)} \operatorname{sh}\left(\frac{\pi n}{y_{1}} x\right) \sin \left(\frac{\pi n}{y_{1}} y_{0}\right) \sin \left(\frac{\pi n}{y_{1}} y\right), \tag{II.8}
\end{equation*}
$$

for $x \geq x_{0}$

$$
\begin{equation*}
U(x, y)=\frac{2 \tau}{\pi \varepsilon_{0}} \sum_{n=1}^{\infty} \frac{\operatorname{sh}\left(\frac{\pi n}{y_{1}} x_{0}\right)}{n \operatorname{sh}\left(\frac{\pi n}{y_{1}} x_{1}\right)} \operatorname{sh}\left(\frac{\pi n}{y_{1}}\left(x_{1}-x\right)\right) \sin \left(\frac{\pi n}{y_{1}} y_{0}\right) \sin \left(\frac{\pi n}{y_{1}} y\right) . \tag{II.9}
\end{equation*}
$$

Therefore, equations II.1, II.8, II. 9 provide the potential distribution $V(x, y)$ throughout the entire space of the studied system.

## The results of the numerical calculation of the potential distribution in the system with a charged wire are as follows:

Based on the obtained solution, a C++ program has been written. The program generates plots illustrating the potential distribution throughout the entire system.

All parameter values are given in dimensionless units.

a) $x_{1}=30, x_{0}=15$

b) $x_{1}=50, x_{0}=25$

Fig. 12: $y_{1}=10, y_{0}=5, \tau=-10, U_{0}=100$.
It is worth noting that in Fig. 12 (a) and (b), the shape of the cathode remains almost same, as well as the length of the cathode base. This fact reflects the adequacy of the constructed model. The simulation results show the necessary shape and dimensions of the cathode, while variations in the system size contribute to changes in the potential distribution within the diode system region but have a minimal impact on the cathode shape.


Fig. 13: $y_{1}=10, y_{0}=5, x_{1}=50, x_{0}=25, U_{0}=100$.
Considering Fig. 13, panels (a) and (b) exhibit different values of the charge density $\tau$. The plots demonstrate that a doubling of the value of $\tau$ leads to a change in the shape of the cathode, specifically an increase in the length of its base.

## II. 2 Modeling of a system with an arbitrary number of charged wires.

## The physical setup of the problem of calculating the potential distribution in a system with charged wires.

The problem under investigation is the modeling of a diode system with an arbitrary number of charged wires in Cartesian coordinates $(x, y, z)$.


Fig. 14: A schematic representation of a two-dimensional system with $N$ charged wires.

Neglecting edge effects, we assume that the shape of the blade cathode does not vary with respect to the variable $z$. Thus, the potential distribution $V(x, y)$ depends on two coordinates $(x, y)$, where $0 \leq x \leq x_{1}$ and $0 \leq y \leq y_{1}$. The cathode substrate is represented by the plane $y=0$, the anode surface is defined by $y=y_{1}$, and the external boundaries of the system along the $x$ variable are given by $x=0$ and $x=x_{1}$.

To account for the influence of the field cathode on the field distribution, we replace it with the influence of $N$ charged wires with charge densities $\tau_{i}(i=1 \ldots N)$ located in the $x O y$ plane at coordinates $x=x_{0}$ and $y=y_{0_{i}}$. Fig. 14 illustrates a schematic representation of the system with $N$ charged wires in the two-dimensional $(x, y)$ domain. We assume that the actual cathode surface coincides with the zero equipotential. The potential of the emitter substrate is zero, and the potential of the anode is $U_{0}$. The lateral boundaries of the system with respect to the $x$ variable,
specifically at $x=0$ and $x=x_{1}$, are described by the linear function:

$$
V(0, y)=V\left(x_{1}, y\right)=U_{0} \frac{y}{y_{1}} .
$$

As in the previous paragraph, we assume that:

$$
\begin{equation*}
V(x, y)=U_{0} \frac{y}{y_{1}}+U(x, y) . \tag{II.1}
\end{equation*}
$$

## Mathematical model of a system with an arbitrary number of charged wires.

Let's assume that charges with densities $\rho_{i}$ are uniformly distributed inside rectangles of small volume

$$
x_{0}-\varepsilon<x<x_{0}+\varepsilon ; y_{0_{i}}-\delta<y<y_{0_{i}}+\delta, i=1 \ldots N .
$$

then $\tau_{i}=\lim _{\varepsilon \rightarrow 0, \delta \rightarrow 0} 4 \varepsilon \delta \rho_{i}$, and the problem reduces to solving the Poisson equation:

$$
\begin{equation*}
\triangle U(x, y)=\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}=-\frac{\rho(x, y)}{\varepsilon_{0}} \tag{II.2}
\end{equation*}
$$

where

$$
\rho(x, y)= \begin{cases}\rho_{i}, & \left|x-x_{0}\right|<\varepsilon \text { and }\left|y-y_{0_{i}}\right|<\delta,  \tag{II.3}\\ 0, & \left|x-x_{0}\right|>\varepsilon \text { or }\left|y-y_{0_{i}}\right|>\delta .\end{cases}
$$

with homogeneous boundary conditions:

$$
\begin{equation*}
U(0, y)=0, U(x, 0)=0, U\left(x_{1}, y\right)=0, U\left(x, y_{1}\right)=0 . \tag{II.4}
\end{equation*}
$$

## Computing the potential distribution of a system with an arbitrary number of charged wires

According to the formulas presented in the previous paragraph, we will seek the solution of the boundary problem II.2-II. 4 in the form of a series:

$$
U(x, y)=\sum_{n=1}^{\infty} \nu_{n}(x) \sin \frac{\pi n}{y_{1}} y .
$$

The function $\nu(x)$ is a solution of a the differential equation:

$$
\nu_{n}^{\prime \prime}(x)-\left(\frac{n \pi}{y_{1}}\right)^{2} \nu_{n}(x)=-\frac{4 \delta}{\varepsilon_{0} y_{1}} \sum_{i=1}^{N} \phi_{i}(x) \sin \frac{n \pi y_{0_{i}}}{y_{1}},
$$

where

$$
\phi(x)= \begin{cases}\rho_{i}, & \left|x-x_{0}\right|<\varepsilon ; \\ 0, & \left|x-x_{0}\right|>\varepsilon, i=1 \div N .\end{cases}
$$

The solution of the equation:

$$
\nu_{n}(x)=C_{1}(x) \operatorname{ch} \frac{n \pi}{y_{1}} x+C_{2}(x) \operatorname{sh} \frac{n \pi}{y_{1}} x .
$$

Taking into account the boundary condition II.4, we find that $C_{1}=0$. Therefore, for $C_{2}$, the following expression holds:

$$
C_{2}=\frac{2 \sum_{i=1}^{N} \tau_{i} \sin \frac{n \pi}{y_{1}} y_{0_{i}} \sin \frac{n \pi}{y_{1}}\left(x_{1}-x_{0}\right)}{n \pi \varepsilon_{0} \sin \frac{n \pi}{y_{1}} x_{1}} .
$$

Thus, the solution of the II.2-II.4:
for $x \leq x_{0}$

$$
\begin{equation*}
U(x, y)=\sum_{n=1}^{\infty} \frac{2}{n \pi \varepsilon_{0}} \frac{\operatorname{sh}\left(\frac{\pi n}{y_{1}}\left(x_{2}-x_{0}\right)\right)}{\operatorname{sh}\left(\frac{\pi n}{y_{1}} x_{2}\right)} \operatorname{sh}\left(\frac{\pi n}{y_{1}} x\right) \sum_{i=1}^{N} \tau_{i} \sin \left(\frac{\pi n}{y_{1}} y_{0_{i}}\right) \sin \left(\frac{\pi n}{y_{1}} y\right), \tag{II.5}
\end{equation*}
$$

for $x>x_{0}$

$$
\begin{equation*}
U(x, y)=\sum_{n=1}^{\infty} \frac{2}{n \pi \varepsilon_{0}} \frac{\operatorname{sh}\left(\frac{\pi n}{y_{1}} x_{0}\right)}{\operatorname{sh}\left(\frac{\pi n}{y_{1}} x_{2}\right)} \operatorname{sh}\left(\frac{\pi n}{y_{1}}\left(x_{2}-x_{0}\right)\right) \sum_{i=1}^{N} \tau_{i} \sin \left(\frac{\pi n}{y_{1}} y_{0_{i}}\right) \sin \left(\frac{\pi n}{y_{1}} y\right) . \tag{II.6}
\end{equation*}
$$

Thus, formulas II.1, II.5, and II. 6 provide the distribution of the potential $V(x, y)$ throughout the entire region of the studied system.

## The results of the numerical calculation of the potential for the system with an arbitrary number of charged wires are as follows:

Based on the constructed solution, a program has been written, and based on its results, graphs of the potential distribution throughout the system have been generated.

All parameter values are given in dimensionless units.


Fig. 15: $y_{1}=10, y_{0 i}=5(i=1 \div N), \tau_{i}=-10, U_{0}=100, N=10$.
It is worth noting that in figures 15 (a) and (b), when varying the boundaries of the system along the $x$ variable, the shape of the cathode remains almost unchanged, as well as the length of its base. This fact reflects the adequacy of the constructed model. The simulation results yield the desired shape and size of the cathode, while changes in the system's dimensions primarily affect the potential distribution in the diode system but have a minor impact on the cathode's shape.

a) $\tau_{i}=-10, i=1 \div N$

Fig. 16: $y_{1}=10, y_{0 i}=5(i=1 \div N), x_{1}=50, x_{0}=25, N=10$.
Let's consider figures 16. Fig. (a) and (b) differ in the value of charge density $\tau$. The graphs show that when the value of $\tau$ is doubled, the length of the cathode's base increases.

## II. 3 Modeling a diode system with an arbitrary number of charged wires, considering the influence of the dielectric layer on the substrate.

The physical problem formulation involves calculating the potential of a system consisting of charged wires and a dielectric layer on a substrate.

The two-dimensional problem of calculating an emission system is solved in the Cartesian coordinate system $(x, y)$. The anode is a plane parallel to the substrate. The internal region of the system is filled with two different dielectrics [73]. The influence of the field apex is replaced by the influence of a system of $N$ charged wires with linear charge densities $\tau_{i}$, where the wire coordinates are ( $x_{0}, y_{0 i}$ ) for $i=1 \ldots N$. The boundary between the dielectrics with permittivities $\varepsilon_{1}$ and $\varepsilon_{2}$ is represented by the plane $y=y_{1}$. The field cathode is located on the flat substrate at $y=0$. The outer boundaries of the considered system are defined by $x=0$, $x=x_{1}$, and $y=y_{2}$ with first-type boundary conditions specified. The potential of the substrate at $y=0$ is zero. The cathode surface coincides with the surface of zero equipotential.


Fig. 17: Schematic image of the system on a plane

## Mathematical model

The distribution of the electrostatic potential $U(x, y)$ in the Cartesian coordinate system satisfies the Laplace's equation:

$$
\begin{gather*}
\frac{\partial U^{2}}{\partial x^{2}}+\frac{\partial U^{2}}{\partial y^{2}}=0  \tag{II.1}\\
\left.U(x, y)\right|_{\Omega}=0
\end{gather*}
$$

where $\Omega$ - a cathode surface.

$$
\begin{gather*}
U(0, y)=U\left(x_{1}, y\right)=f(y), \\
U\left(x, y_{2}\right)=V_{1}  \tag{II.2}\\
U(x, 0)=0 \\
f(y)= \begin{cases}f_{1}(y)=V_{1} \frac{y \varepsilon_{2}}{y_{2} \varepsilon_{1}+y_{1}\left(\varepsilon_{2}-\varepsilon_{1}\right)}, \quad 0 \leqslant y \leqslant y_{1} \\
f_{2}(y)=V_{1} \frac{y \varepsilon_{1}+y_{1}\left(\varepsilon_{2}-\varepsilon_{1}\right)}{y_{2} \varepsilon_{1}+y_{1}\left(\varepsilon_{2}-\varepsilon_{1}\right)}, \quad y \leqslant y \leqslant y_{2} .\end{cases} \tag{II.3}
\end{gather*}
$$

Due to the fact that the influence of the cathode is replaced by the influence of the charged wires, the original boundary problem II.1-II. 3 is reduced to solving the Poisson's equation with the corresponding boundary condition:

$$
\begin{equation*}
\triangle U(x, y)=\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}=-\frac{\rho(x, y)}{\varepsilon_{0}} \tag{II.4}
\end{equation*}
$$

где

$$
\rho(x, y)= \begin{cases}\rho_{i}, & \left|x-x_{0}\right|<\varepsilon \text { и }\left|y-y_{0_{i}}\right|<\delta_{i},  \tag{II.5}\\ 0, & \left|x-x_{0}\right|>\varepsilon \text { или }\left|y-y_{0_{i}}\right|>\delta_{i} . \\ & i=1 \div N, \tau_{i}=\lim _{\varepsilon \rightarrow 0, \delta \rightarrow 0} 4 \varepsilon \delta \rho_{i} .\end{cases}
$$

## The computation of the potential distribution in a system with charged wires and dielectrics

To solve the problem II.4-II.5, the entire internal region of the system is divided into two subdomains along the boundary between the dielectrics $y=y_{1}$.

$$
U(x, y)=\left\{\begin{array}{l}
U_{1}(x, y), 0 \leqslant y_{0 i} \leqslant y_{1}, 1 \leq i \leq j  \tag{II.6}\\
U_{2}(x, y), y_{1} \leqslant y_{0 i} \leqslant y_{2}, j+1 \leq i \leq N
\end{array}\right.
$$

The potential distribution II. 6 can be expressed according to the formulas in §II. 2 as follows [20]:

$$
\begin{align*}
& U_{1}(x, y)=f_{1}(y)+\sum_{m=1}^{\infty} A_{m} \frac{\operatorname{sh} \alpha_{m} y}{\operatorname{sh} \alpha_{m} y_{1}} \sin \alpha_{m} x+\sum_{i=1}^{j} \frac{2 \tau_{i}}{\pi \varepsilon_{0}} \times \\
& \times\left\{\begin{array}{l}
\sum_{n=1}^{\infty} \frac{\operatorname{sh} \beta_{n}\left(x_{1}-x_{0}\right) \operatorname{sh} \beta_{n} x}{n \operatorname{sh} \beta_{n} x_{1}} \sin \beta_{n} y_{0_{i}} \sin \beta_{n} y, \\
0 \leqslant x \leqslant x_{0} ; \\
\sum_{n=1}^{\infty} \frac{\operatorname{sh} \beta_{n}\left(x_{1}-x\right) \operatorname{sh} \beta_{n} x_{0}}{n \operatorname{sh} \beta_{n} x_{1}} \sin \beta_{n} y_{0_{i}} \sin \beta_{n} y, \\
x_{0} \leqslant x \leqslant x_{1} ;
\end{array}\right.  \tag{II.7}\\
& U_{2}(x, y)=f_{2}(y)+\sum_{m=1}^{\infty} A_{m} \frac{\operatorname{sh} \alpha_{m}\left(y_{2}-y\right)}{\operatorname{sh} \alpha_{m}\left(y_{2}-y_{1}\right)} \sin \alpha_{m} x+\sum_{i=j+1}^{N} \frac{2 \tau_{i}}{\pi \varepsilon_{0}} \times \\
& \times\left\{\begin{array}{l}
\sum_{k=1}^{\infty} \frac{\operatorname{sh} \gamma_{k}\left(x_{1}-x_{0}\right) \operatorname{sh} \gamma_{k} x}{k \operatorname{sh} \gamma_{k} x_{1}} \sin \gamma_{k}\left(y_{0_{i}}-y_{1}\right) \sin \gamma_{k}\left(y-y_{1}\right), \\
0 \leqslant x \leqslant x_{0} ; \\
\sum_{k=1}^{\infty} \frac{\operatorname{sh} \gamma_{k}\left(x_{1}-x\right) \operatorname{sh} \gamma_{k} x_{0}}{k \operatorname{sh} \gamma_{k} x_{1}} \sin \gamma_{k}\left(y_{0_{i}}-y_{1}\right) \sin \gamma_{k}\left(y-y_{1}\right), \\
x_{0} \leqslant x \leqslant x_{1} ;
\end{array}\right. \tag{II.8}
\end{align*}
$$

where

$$
\alpha_{m}=\frac{\pi m}{x_{1}}, \quad \beta_{n}=\frac{\pi n}{y_{1}}, \quad \gamma_{k}=\frac{\pi k}{y_{2}-y_{1}} .
$$

Thus, the expansions II.7-II. 8 ensure the continuity of the potential $U(x, y)$ at the boundary between the dielectrics $y=y_{1}$ and satisfy the boundary conditions II. 2-II.3.

The condition for continuity of the normal component of the electric displacement vector at the boundary between the dielectrics is given by:

$$
\left.\frac{\partial U_{1}}{\partial y}\right|_{y=y_{1}}=\left.\frac{\partial U_{2}}{\partial y}\right|_{y=y_{1}}
$$

leads to the computation of the unknown coefficients $A_{m}$ in the series II. 7 and II. 8 in an explicit form:

$$
\begin{align*}
& A_{m}=\frac{4}{\varepsilon_{0} \pi m\left(\varepsilon_{1} \operatorname{cth}\left(\alpha_{m} y_{1}\right)+\varepsilon_{2} \operatorname{cth}\left(\alpha_{m}\left(y_{2}-y_{1}\right)\right)\right)} \times \\
& \times\left(\frac{\varepsilon_{1}}{y_{1}}\left(\sum_{i=1}^{j} \sum_{n=1}^{\infty} \tau_{i}(-1)^{n} \sin \left(\beta_{n} y_{0_{i}}\right) \frac{\beta_{n}}{\beta_{n}^{2}+\alpha_{m}^{2}} \sin \left(\alpha_{m} x_{0}\right)\right)+\right.  \tag{II.9}\\
& \left.+\frac{\varepsilon_{2}}{\left(y_{2}-y_{1}\right)}\left(\sum_{i=j+1}^{N} \sum_{k=1}^{\infty} \tau_{i} \sin \left(\gamma_{k}\left(y_{0_{i}}-y_{1}\right)\right) \frac{\gamma_{k}}{\gamma_{k}^{2}+\alpha_{m}^{2}} \sin \left(\alpha_{m} x_{0}\right)\right)\right) .
\end{align*}
$$

Therefore, formulas II.6-II. 9 provide the distribution of the potential $U(x, y)$ throughout the entire region of the investigated system.

The results of the numerical calculation of the potential in the system with charged wires and dielectrics

It should be noted that the obtained images from the simulation correspond to the expected results. As the ratio of the dielectric permittivities $\frac{\varepsilon_{1}}{\varepsilon_{2}}$ increases, the shape of the cathode changes, as shown in Fig. 18.

All parameter values are given in dimensionless units.

a) $\frac{\varepsilon_{1}}{\varepsilon_{2}}=1$
b) $\frac{\varepsilon_{1}}{\varepsilon_{2}}=10$


Fig. 18: $y_{1}=5, y_{2}=10, y_{0_{i}}=[0,5], N=50, x_{1}=10, x_{0}=5, \tau=-100, V_{1}=$ 100

When increasing the value of $\tau$, it can be observed that in Fig. 19, the apex becomes larger relative to the dimensions of the system.

a) $\tau=-100$

b) $\tau=-300$

Fig. 19: $y_{1}=5, y_{2}=10, y_{0_{i}}=[0,5], N=50, x_{1}=10, x_{0}=5, \frac{\varepsilon_{1}}{\varepsilon_{2}}=5, V_{1}=100$

## II. 4 Modeling a diode emission system with dielectric layers on the lateral surfaces

Physical problem formulation for potential calculation


Fig. 20: Schematic picture of the diode system.
We replace the influence of the field cathode on the potential distribution with the influence of a charged plane with charge density $\tau$ [14, 16]. Fig. 20 presents a schematic representation of the diode emission system.

Problem parameters:
Domain of the diode system- $\left(x_{1} \leq x \leq x_{4}, 0 \leq y \leq y_{1}\right)$;
Boundary between dielectrics with permittivities $\varepsilon_{2}$ and $\varepsilon_{1}-x=x_{2}, 0 \leq y \leq y_{1}$;
Boundary between dielectrics with permittivities $\varepsilon_{1}$ and $\varepsilon_{2}-x=x_{3}, 0 \leq y \leq y_{1}$;
Charged plane surface - $x=x_{0}=\left(x_{2}+x_{3}\right) / 2,0 \leq y \leq y_{0} ;$
Substrate surface - $y=0$; Anode surface $-y=y_{1}$;
Substrate potential- $U(x, 0)=0, x_{1} \leq x \leq x_{4}$; Anode potential- $U\left(x, y_{1}\right)=$ $U_{0}, x_{1} \leq x \leq x_{4} ;$

Potential distribution on the lateral boundaries of the domain-

$$
U\left(x_{1}, y\right)=U\left(x_{4}, y\right)=U_{0} \frac{y}{y_{1}}, 0 \leq y \leq y_{1} .
$$

## Mathematical model of the diode system with a charged plane and dielectric layers

The distribution of the electrostatic potential $U(x, y)$ satisfies the Poisson's equation:

$$
\begin{equation*}
\triangle U(x, y)=\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial y^{2}}=-\frac{\rho(x, y)}{\varepsilon_{0}} \tag{II.1}
\end{equation*}
$$

and boundary conditions:

$$
\begin{gather*}
U\left(x_{1}, y\right)=U\left(x_{4}, y\right)=U_{0} \frac{y}{y_{1}}  \tag{II.2}\\
U\left(x, y_{1}\right)=U_{0}, \quad U(x, 0)=0 \\
\rho(x, y)= \begin{cases}\rho, & \left|x-x_{0}\right|<\varepsilon \text { and } 0 \leq y \leq y_{0} \\
0, & \left|x-x_{0}\right|>\varepsilon \text { or } y_{0}<y \leq y_{1}\end{cases}  \tag{II.3}\\
\tau=\lim _{\varepsilon \rightarrow 0} 2 \varepsilon y_{0} \rho \tag{II.4}
\end{gather*}
$$

## Computation of the potential distribution

We represent the function $U(x, y)$ as the sum of the solution $U_{1}(x, y)$ and a linear term $U_{0} \frac{y}{y_{0}}$. To solve the boundary problem II.1-II.4, we divide the entire domain of the modeled system ( $x_{1} \leq x \leq x_{4}, 0 \leq y \leq y_{1}$ ) into three parts.

$$
\begin{aligned}
& U(x, y)=U_{0} y / y_{1}+U_{1}(x, y), \\
& U_{1}(x, y)= \begin{cases}U_{1}^{I}(x, y), & x_{1} \leq x \leq x_{2} ; \\
U_{1}^{I I}(x, y), & x_{2} \leq x \leq x_{3} ; \\
U_{1}^{I I I}(x, y), & x_{3} \leq x \leq x_{4} .\end{cases}
\end{aligned}
$$

Then, the functions $U_{1}^{I}(x, y), U_{1}^{I I}(x, y), U_{1}^{I I I}(x, y)$ can be represented as expansions using eigenfunctions:

$$
\begin{equation*}
U_{1}^{I}(x, y)=\sum_{n=1}^{\infty} a_{n} \frac{\operatorname{sh}\left(\lambda_{n}\left(x-x_{1}\right)\right)}{\operatorname{sh}\left(\lambda_{n}\left(x_{2}-x_{1}\right)\right)} \sin \lambda_{n} y, \quad x_{1} \leq x \leq x_{2} ; \tag{II.5}
\end{equation*}
$$

$$
\begin{align*}
& U_{1}^{I I}(x, y)=\sum_{n=1}^{\infty}\left(a_{n} \frac{\operatorname{sh}\left(\lambda_{n}\left(x_{3}-x\right)\right)}{\operatorname{sh}\left(\lambda_{n}\left(x_{3}-x_{2}\right)\right)}+\right.  \tag{II.6}\\
& \left.+b_{n} \frac{\operatorname{sh}\left(\lambda_{n}\left(x-x_{2}\right)\right)}{\operatorname{sh}\left(\lambda_{n}\left(x_{3}-x_{2}\right)\right)}\right) \sin \lambda_{n} y+U_{\tau}(x, y), \quad x_{2} \leq x \leq x_{2} \\
& U_{1}^{I I I}(x, y)=\sum_{n=1}^{\infty} b_{n} \frac{\operatorname{sh}\left(\lambda_{n}\left(x_{4}-x\right)\right)}{\operatorname{sh}\left(\lambda_{n}\left(x_{4}-x_{3}\right)\right)} \sin \lambda_{n} y, \quad x_{3} \leq x \leq x_{4} \tag{II.7}
\end{align*}
$$

where $\lambda_{n}=\frac{\pi n}{y_{1}}$.
The function $U_{\tau}(x, y)$ [13]:

$$
U_{\tau}(x, y)=\left\{\begin{array}{c}
\frac{\tau}{y_{0}} \sum_{m=1}^{\infty} \frac{2 \sin \alpha_{m}\left(x_{0}-x_{2}\right)}{\alpha_{m} \pi m \varepsilon_{0}}\left[1-\frac{\operatorname{sh}\left(\alpha_{m}\left(y_{1}-y\right)\right)}{\operatorname{sh}\left(\alpha_{m} y_{1}\right)}-\right. \\
\left.-\frac{\operatorname{sh}\left(\alpha_{m} y\right) \operatorname{ch}\left(\alpha_{m}\left(y_{1}-y_{0}\right)\right)}{\operatorname{sh}\left(\alpha_{m} y_{1}\right)}\right] \times  \tag{II.8}\\
\times \sin \alpha_{m}\left(x-x_{2}\right), \quad 0 \leq y \leq y_{0} \\
\frac{\tau}{y_{0}} \sum_{m=1}^{\infty} \frac{2 \sin \alpha_{m}\left(x_{0}-x_{2}\right)}{\alpha_{m} \pi m \varepsilon_{0}} \frac{\operatorname{sh}\left(\alpha_{m}\left(y_{1}-y\right)\right)}{\operatorname{sh}\left(\alpha_{m} y_{1}\right)} \times \\
\times\left(\operatorname{ch}\left(\alpha_{m} y_{0}\right)-1\right) \sin \alpha_{m}\left(x-x_{2}\right), \quad y_{0} \leq y \leq y_{1}
\end{array}\right.
$$

where $\alpha_{m}=\frac{\pi m}{x_{3}-x_{2}}, \tau$ - constant charge density on a plane $x=x_{0}, 0<y<y_{0}$.
The potential distribution $U(x, y)$ is a continuous function on the boundaries of the domain separation $x=x_{2}$ and $x=x_{3}$ for $0 \leq y \leq y_{0}$ according to formulas II.5-II.8.

## Determination of the expansion coefficients from the interface boundary conditions

The coefficients $a_{n}, b_{n}$ in the expansions II.5-II. 7 can be found from the continuity conditions of the electric displacement vector at $x=x_{2}$ and $x=x_{3}$.

$$
\begin{aligned}
& \left.\varepsilon_{2} \frac{\partial U_{1}^{I}(x, y)}{\partial x}\right|_{x=x_{2}}=\left.\varepsilon_{1} \frac{\partial U_{1}^{I I}(x, y)}{\partial x}\right|_{x=x_{2}}, \\
& \left.\varepsilon_{1} \frac{\partial U_{1}^{I I}(x, y)}{\partial x}\right|_{x=x_{3}}=\left.\varepsilon_{2} \frac{\partial U_{1}^{I I I}(x, y)}{\partial x}\right|_{x=x_{3}} .
\end{aligned}
$$

The interface boundary conditions and the orthogonality of the eigenfunction system in the expansions II.5-II. 8 lead to explicit expressions for the coefficients $a_{n}$ and $b_{n}$ :

$$
\begin{equation*}
a_{n}=A_{n} \frac{\delta_{n}+\gamma_{n}}{\beta_{n} \delta_{n}-\gamma_{n}^{2}}, \quad b_{n}=A_{n} \frac{\beta_{n}+\gamma_{n}}{\beta_{n} \delta_{n}-\gamma_{n}^{2}}, \tag{II.9}
\end{equation*}
$$

where

$$
\begin{aligned}
& A_{n}=\tau \frac{4\left(1-\cos \lambda_{n} y_{0}\right)}{\varepsilon_{0} y_{0} y_{1} \lambda_{n}^{2}} \sum_{m=1,3,5, \ldots}^{\infty} \frac{\sin \alpha_{m}\left(x_{0}-x_{2}\right)}{\pi m} \frac{\alpha_{m}^{2}}{\alpha_{m}^{2}+\lambda_{n}^{2}}, \\
& \beta_{n}=\frac{\varepsilon_{2}}{\varepsilon_{1}} \operatorname{cth}\left(\lambda_{n}\left(x_{2}-x_{1}\right)\right)+\operatorname{cth}\left(\lambda_{n}\left(x_{3}-x_{2}\right)\right), \\
& \gamma_{n}=\frac{1}{\operatorname{sh}\left(\lambda_{n}\left(x_{3}-x_{2}\right)\right)}, \\
& \delta_{n}=\frac{\varepsilon_{2}}{\varepsilon_{1}} \operatorname{cth}\left(\lambda_{n}\left(x_{4}-x_{3}\right)\right)+\operatorname{cth}\left(\lambda_{n}\left(x_{3}-x_{2}\right)\right) .
\end{aligned}
$$

The linear charge density $\tau$ is computed based on the condition:

$$
U\left(x_{0}, L\right)=0,
$$

in order for the zero equipotential to pass through the vertex of the cathode ( $x=$ $x_{0}, y=L$ ), the formulas II.5-II. 9 define the potential distribution in the entire space of the system under consideration.

## Numerical calculation results of the potential in the diode system with dielectric layers

Fig. 21 and 22 show the plots of the potential distribution and equipotential lines for different values of the ratio of dielectric permittivities $\frac{\varepsilon_{2}}{\varepsilon_{1}}$, considering the given geometric parameters of the system and calculated values of $\tau$, with the condition that the zero equipotential passes through the vertex of the cathode $\left(x_{0}, L\right)$ [21].

All parameter values are given in dimensionless units.


$$
\tau=-417.7326, \frac{\varepsilon_{2}}{\varepsilon_{1}}=1
$$



$$
\tau=-492.7033, \frac{\varepsilon_{2}}{\varepsilon_{1}}=20
$$


$\tau=-476.5427, \frac{\varepsilon_{2}}{\varepsilon_{1}}=5$


$$
\tau=-494.6468, \frac{\varepsilon_{2}}{\varepsilon_{1}}=50
$$

Fig. 21: $y_{0}=5, x_{1}=0, x_{2}=1, x_{3}=9, x_{4}=10, y_{1}=10, U_{1}=100$, $L=5,00005, U_{0}=100$.

It should be noted that as the ratio of $\frac{\varepsilon_{2}}{\varepsilon_{1}}$ increases, the value of the charge density $\tau$ also increases. The influence of the dielectric layers on the obtained distribution of the electrostatic potential is shown in Fig. 21.

Fig. 22 demonstrates the effect of changing the boundaries of the dielectric layers in the system. The boundaries of the dielectric layers are defined by the parameters $x_{2}$ and $x_{3}$. Thus, it is possible to change the shape of the cathode to the desired form not only by adjusting the ratio of dielectric permittivities but also by changing the arrangement of the dielectric layers within the considered system.



$$
\tau=-2654.7514, \frac{\varepsilon_{2}}{\varepsilon_{1}}=20
$$



$$
\tau=-3965.2016, \frac{\varepsilon_{2}}{\varepsilon_{1}}=30
$$

Fig. 22: Parameters: $y_{0}=5, x_{1}=0, x_{4}=10, x_{2}=4, x_{3}=6, y_{1}=10$, $U_{1}=100, L=5,00005, U_{0}=100$.

## II. 5 Calculation of the electric field intensity

The electric field intensity is a crucial characteristic of a field emission system as it allows for the calculation of current density, total current, and so on [21].

In this section, the field intensity is calculated not in the entire system region, as the focus is on the values of intensity at the cathode apex and in its small vicinity $\delta$ :

$$
L=y_{0}+\delta .
$$

The values of field intensity for an axisymmetric system with a single field emitter are presented in Fig. 23:


Fig. 23: Parameters: $r_{1}=10, z_{1}=10, r_{q}=5, z_{q}=5, U_{0}=U_{1}=100$, $\tau=-100, L=0.0005$

The values of the field intensity for the case of a periodic system of emitters modeled by a charged plane in Cartesian coordinates are presented in Fig. ??. It should be noted that the maximum value of the field intensity for a flat system modeled by a charged plane is lower by a factor of $10^{3}$ compared to the values for an axisymmetric system in cylindrical coordinates.


Fig. 24: Parameters: $x_{1}=10, y_{1}=10, x_{0}=5, y_{0}=5, V_{0}=V_{1}=100$, $\tau=-100, L=0.0005$

In Fig. 24, a periodic system of emitters containing dielectric layers is presented. From these graphs, it can be observed that the maximum field intensity near the emitter tip is relatively small, reaching only $12 \times 10^{3}$. However, this value is higher than that for the non-periodic system. It is important to note that these field intensity values are expected to decrease when creating a real device due to the mutual shielding effect of the emitters on each other [72].

The system with charged wires, depicted in the figure, exhibits much higher values of electric field intensity near the cathode apex (up to $4 \times 10^{4}$ )than periodic system due to the lack of the mutual shielding effect (fig.25).


Fig. 25: Parameters: $x_{1}=10, y_{1}=10, x_{0}=5, y_{0}=5, V_{0}=V_{1}=100$, $\tau=-100, L=0.0005$

The main results of this chapter have been published in the papers $[5,12,13,14]$.

## III Modeling of planar symmetric periodic blade-shaped field emitter systems

The following sources were used in writing Chapter III: [6], [97].
Periodic blade-shaped field emitter systems are widely used in electron vacuum devices for various purposes [26, 45, 64, 71, 77, 83, 87, 88, 106, 108, 112]. It should be noted that there are significantly fewer works dedicated to the modeling of such emission systems compared to experimental studies on this topic [2, 42, 53].

In this chapter, a method for modeling planar symmetric periodic blade-shaped field emitter systems on a flat substrate using charged planes in Cartesian coordinates is developed. The anode is a plane parallel to the substrate. The distribution of the electrostatic potential is analytically determined for periodic emitter systems with and without dielectric layers in the system region. It is represented as series expansions in eigenfunctions, and the coefficients of the series are explicitly calculated.

## III. 1 Modeling of a periodic system of field emitters using charged planes

## Physical formulation of the potential calculation problem for a periodic system of charged planes

In this section, a periodic system of blade-shaped field emitters on a flat substrate is modeled. The anode is a plane parallel to the substrate in the Cartesian coordinate system ( $\mathrm{x}, \mathrm{y}$ ). Due to the periodicity of the system, it is sufficient to consider one elementary cell with boundaries $0 \leq x \leq x_{1}$ (see Fig. 26). The influence of each field emitter on the potential distribution $\mathrm{U}(\mathrm{x}, \mathrm{y})$ in the elementary cell is replaced by the influence of a charged plane with charge density $\tau$ and coordinates $x=x_{1} / 2$, $0 \leq y \leq y_{0}[62,72,92]$.


Fig. 26: Schematic image of the system on a plane.

## Parameters:

$y=0$ - Cathode substrate plane, $y=y_{1}$ - Anode plane, $x=0, x=x_{1}$ Boundaries of one cell of the system in the x-direction, $L$ - Height of the field emitter, $U(x, 0)=0$ - Potential of the substrate, $U\left(x, y_{1}\right)=U_{0}$ - Potential of the anode.

## Mathematical model of the periodic system of charged planes

To compute the potential distribution $U(x, y)$ in the entire domain of one cell $(0 \leq$ $x \leq x_{1}, 0 \leq y \leq y_{1}$ ), it is necessary to solve the boundary value problem for the Poisson equation:

$$
\left\{\begin{array}{l}
\frac{\partial^{2} U(x, y)}{\partial x^{2}}+\frac{\partial^{2} U(x, y)}{\partial y^{2}}=-\frac{1}{\varepsilon_{0}} \rho(x, y),  \tag{III.1}\\
U(x, 0)=0, \quad 0 \leq x \leq x_{1}, \\
U\left(x, y_{1}\right)=U_{0}, \quad 0 \leq x \leq x_{1}, \\
\left.\frac{\partial U(x, y)}{\partial x}\right|_{x=0}=0, \quad 0 \leq y \leq y_{1}, \\
\left.\frac{\partial U(x, y)}{\partial x}\right|_{x=x_{1}}=0, \quad 0 \leq y \leq y_{1}
\end{array}\right.
$$

We assume that a charged wire with a linear charge density $\tau(y)$ creates a spatial
distribution of charge $\rho(x, y)$ within a small volume rectangle $\left(\left|x-x_{0}\right|<\delta, 0 \leq\right.$ $\left.y \leq y_{0}\right)[29,62]:$

$$
\rho(x, y)= \begin{cases}\rho(y), & \left|x-x_{0}\right|<\delta \text { and } 0 \leq y \leq y_{0}  \tag{III.2}\\ 0, & \left|x-x_{0}\right|>\delta \text { or } y_{0} \leq y \leq y_{1}\end{cases}
$$

so

$$
\begin{equation*}
\tau(y)=\lim _{\delta \rightarrow 0} 2 \delta y_{0} \rho(y) \tag{III.3}
\end{equation*}
$$

## Compution the potential distribution in a periodic system of charged planes

Let us express the solution to the boundary problem III.1-III. 2 in the form of an expansion:

$$
\begin{equation*}
U(x, y)=U_{0} y / y_{1}+U_{1}(x, y) \tag{III.4}
\end{equation*}
$$

To determine the function $U_{1}(x, y)$ from the equation III.4, we need to solve the Poisson's equation with homogeneous boundary conditions of the first kind with respect to the variable $y$ and homogeneous boundary conditions of the second kind with respect to the variable $x$ :

$$
\left\{\begin{array}{l}
\frac{\partial^{2} U_{1}(x, y)}{\partial x^{2}}+\frac{\partial^{2} U_{1}(x, y)}{\partial y^{2}}=-\frac{1}{\varepsilon_{0}} \rho(x, y)  \tag{III.5}\\
U_{1}(x, 0)=0, \quad 0 \leq x \leq x_{1} \\
U_{1}\left(x, y_{1}\right)=0, \quad 0 \leq x \leq x_{1} \\
\left.\frac{\partial U_{1}(x, y)}{\partial x}\right|_{x=0}=0, \quad 0 \leq y \leq y_{1} \\
\left.\frac{\partial U_{1}(x, y)}{\partial x}\right|_{x=x_{1}}=0, \quad 0 \leq y \leq y_{1}
\end{array}\right.
$$

By solving equation III.5, we can obtain $U_{1}(x, y)$ in the form of a series:

$$
\begin{equation*}
U_{1}(x, y)=\sum_{n=0}^{\infty} v_{n}(y) \cos \left(\alpha_{n} x\right), \alpha_{n}=\frac{\pi n}{x_{1}}, \tag{III.6}
\end{equation*}
$$

where the function $\nu_{n}(y)$ satisfies the diffirential equation:

$$
\begin{gathered}
\nu_{n}^{\prime \prime}(y)-\alpha_{n}^{2} \nu_{n}(y)=\frac{\gamma_{n}}{x_{1}} \phi_{n}(y), \gamma_{n}=\left\{\begin{array}{l}
1, n=0 \\
2, n>0
\end{array}\right. \\
\nu_{n}(y)=-\frac{1}{\varepsilon_{0}} \int_{0}^{x_{1}} \rho(x, y) \cos \alpha_{n} x d x
\end{gathered}
$$

If $n=0$

$$
\begin{array}{ll}
v_{0}(y)=-\frac{y_{1}-y}{x_{1} y_{1}} \int_{0}^{y} \eta \phi_{0}(\eta) d \eta+\frac{y}{x_{1} y_{1}} \int_{y}^{y_{0}}\left(\eta-y_{1}\right) \phi_{0}(\eta) d \eta, & 0 \leq y \leq y_{0},  \tag{III.7}\\
v_{0}(y)=-\frac{y_{1}-y}{x_{1} y_{1}} \int_{0}^{y_{0}} \eta \phi_{0}(\eta) d \eta, & y_{0}<y \leq y_{1},
\end{array}
$$

If $n>0$

$$
\begin{array}{ll}
v_{n}(y)=-\frac{2}{\pi n} \frac{1}{\operatorname{sh} \alpha_{n} y_{1}}\left[\int_{0}^{y} \phi_{n}(\eta) \operatorname{sh} \alpha_{n} \eta \operatorname{sh} \alpha_{n}\left(y_{1}-y\right) d \eta-\right. \\
\left.-\int_{y}^{y_{0}} \phi_{n}(\eta) \operatorname{sh} \alpha_{n}\left(\eta-y_{1}\right) \operatorname{sh} \alpha_{n} y d \eta\right], \quad 0 \leq y \leq y_{0},  \tag{III.8}\\
v_{n}(y)=-\frac{2}{\pi n} \frac{1}{\operatorname{sh} \alpha_{n} y_{1}}\left[\int_{0}^{y_{0}} \phi_{n}(\eta) \operatorname{sh} \alpha_{n} \eta \operatorname{sh} \alpha_{n}\left(y_{1}-y\right) d \eta, \quad y_{0}<y \leq y_{1} .\right.
\end{array}
$$

Thus, equations III.5, III.6, III.7, and III. 8 determine the distribution of the potential $U(x, y)$ at any point in the studied system.

In this section, based on the obtained analytical formulas for the potential distribution III.4-III.8, we present graphs and equipotential line patterns for the elementary cell of the periodic multi-emitter system.

All parameter values are given in dimensionless units.


Fig. 27: $y_{1}=10, y_{0}=5 \tau=-20, U_{0}=100$.


Fig. 28: $y_{1}=10, y_{0}=5, x_{1}=10, x_{0}=5, U_{0}=100$

The figures 27-28 depict the field plots for various values of geometric parameters (Fig.27) and specified charge density values $\tau$ (Fig.28), where $\tau(y)=\tau\left(\frac{y}{y_{0}}\right), \tau=$ const.


Fig. 29: Параметры системы: $y_{1}=10, U_{0}=100, l=0.00005, U_{0}=100$.

The figures 29 present the field plots for various values of geometric parameters and computed values of $\tau$. The values of $\tau$ were determined by satisfying the condition that the zero equipotential, coinciding with the cathode surface, passes at a specified distance $l$ from the cathode vertex $U\left(x_{0}, y_{0}+l\right)=0$, where the vertex of each emitter is $L=y_{0}+l$.

# III. 2 Periodic system of field emitters with dielectric layers on a substrate 

Physical problem formulation


Fig. 30: Schematic image of the system.
In this section, we consider the problem of calculating the potential distribution in the Cartesian coordinates $(x, y)$ for a periodic system of field emitters with a dielectric layer on the substrate (see Fig. 30). The parameters of the system are as follows:
$x=0, x=x_{1}$ - boundaries of an individual cell,
$y=0-$ substrate of the cathode;
$y=y_{2}-$ surface of the anode;
$\Omega$ - emitter surface;
$L$ - emitter length;
$y=y_{1}$ - plane separating the dielectrics;
$\varepsilon_{2}$ - dielectric permittivity for $0 \leq y \leq y_{1}$;
$\varepsilon_{1}$ - dielectric permittivity for $y_{1} \leq y \leq y_{2}$;
$x=x_{0}$ - coordinate of the charged plane along the $x$ axis;
$y_{0}$ - length of the charged plane along the $y$ axis;
$\tau(y), 0 \leq y \leq y_{0}$ - linear charge density;
$U(x, 0)=0$ - boundary conditions on the substrate;
$U\left(x, y_{2}\right)=U_{0}$ - boundary conditions on the anode.

The influence of the field emitter in the cell is replaced by the influence of a charged plane with a charge density $\tau(y)$.

## Mathematical Model

The potential distribution satisfies the Poisson equation:

$$
\begin{equation*}
\frac{\partial^{2} U(x, y)}{\partial x^{2}}+\frac{\partial^{2} U(x, y)}{\partial y^{2}}=-\frac{1}{\varepsilon_{0}} \rho(x, y), \tag{III.1}
\end{equation*}
$$

with boundary conditions:

$$
\left\{\begin{array}{l}
U(x, 0)=0, \quad 0 \leq x \leq x_{1}  \tag{III.2}\\
U\left(x, y_{2}\right)=U_{0}, \quad 0 \leq x \leq x_{1} \\
\left.\frac{\partial U(x, y)}{\partial x}\right|_{x=0}=0, \quad 0 \leq y \leq y_{2} \\
\left.\frac{\partial U(x, y)}{\partial x}\right|_{x=x_{1}}=0, \quad 0 \leq y \leq y_{2}
\end{array}\right.
$$

Assuming that a charged filament with charge density $\tau(y)$ creates a spatial charge distribution $\rho(x, y)$ in a small rectangular region $\left(\left|x-x_{0}\right|<\delta, 0 \leq y \leq y_{0}\right)$ :

$$
\rho(x, y)= \begin{cases}\rho(y), & \left|x-x_{0}\right|<\delta \text { and } 0 \leq y \leq y_{0}  \tag{III.3}\\ 0, & \left|x-x_{0}\right|>\delta \text { or } y_{0} \leq y \leq y_{1}\end{cases}
$$

then:

$$
\begin{equation*}
\tau(y)=\lim _{\delta \rightarrow 0} 2 \delta y_{0} \rho(y) . \tag{III.4}
\end{equation*}
$$

Solution of the problem III.2-III. 4 can be written as:

$$
U(x, y)= \begin{cases}U_{0} \frac{y \varepsilon_{1}}{y_{2} \varepsilon_{2}+y_{1}\left(\varepsilon_{1}-\varepsilon_{2}\right)}+U_{1}(x, y), & 0 \leq y \leq y_{1}  \tag{III.5}\\ U_{0} \frac{y \varepsilon_{2}+y_{1}\left(\varepsilon_{1}-\varepsilon_{2}\right)}{y_{2} \varepsilon_{2}+y_{1}\left(\varepsilon_{1}-\varepsilon_{2}\right)}+U_{2}(x, y), & y_{1} \leq y \leq y_{2}\end{cases}
$$

The functions $U_{i}(x, y)(i=1,2)$ determine the potential distribution created by the charged filament for $0 \leq y \leq y_{1}$ and $y_{1} \leq y \leq y_{2}$, respectively, according to the
boundary conditions:

$$
\begin{aligned}
& U_{1}(x, 0)=0,\left.\quad \frac{\partial U_{1}(x, y)}{\partial x}\right|_{x=0}=\left.\frac{\partial U_{1}(x, y)}{\partial x}\right|_{x=x_{1}}=0, \\
& U_{2}\left(x, y_{2}\right)=0,\left.\quad \frac{\partial U_{2}(x, y)}{\partial x}\right|_{x=0}=\left.\frac{\partial U_{2}(x, y)}{\partial x}\right|_{x=x_{1}}=0 .
\end{aligned}
$$

The function $U_{1}(x, y)$ can be represented as:

$$
\begin{equation*}
U_{1}(x, y)=\sum_{n=0}^{\infty} v_{1, n}(y) \cos \left(\alpha_{n} x\right), \tag{III.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{n}=\frac{\pi n}{x_{1}} . \tag{III.7}
\end{equation*}
$$

By substituting equations III. 3 to III. 7 into the Poisson equation III.1, we obtain the function $v_{1, n}(y)$ that satisfies the ordinary differential equation:

$$
\begin{align*}
& v_{1, n}^{\prime \prime}(y)-\alpha_{n}^{2} v_{1, n}(y)=\varphi_{1, n}(y), \quad 0 \leq y \leq y_{1}, \\
& \varphi_{1,0}(y)=-\frac{1}{\varepsilon_{0} x_{1}} \lim _{\delta \rightarrow 0} \int_{x_{0}-\delta}^{x_{0}+\delta} \rho(x, y) d x=-\frac{1}{\varepsilon_{0} x_{1} y_{0}} \tau(y),  \tag{III.8}\\
& \varphi_{1, n}(y)=-\frac{2}{\varepsilon_{0} x_{1}} \lim _{\delta \rightarrow 0} \int_{x_{0}-\delta}^{x_{0}+\delta} \rho(x, y) \cos \left(\alpha_{n} x\right) d x=-\frac{2 \cos \left(\alpha_{n} x_{0}\right)}{\varepsilon_{0} x_{1} y_{0}} \tau(y), n \neq 0 .
\end{align*}
$$

The solution of the equations III. 8 for $v_{1, n}(0)=0$ :

$$
\begin{align*}
& v_{1,0}(y)=-\frac{1}{\varepsilon_{0} x_{1} y_{0}} \int_{0}^{y} \tau(\eta)(y-\eta) d \eta+C_{1,0} y, \\
& v_{1, n}(y)=-\frac{2 \cos \left(\alpha_{n} x_{0}\right)}{\varepsilon_{0} x_{1} y_{0} \alpha_{n}} \int_{0}^{y} \tau(\eta) \operatorname{sh}\left(\alpha_{n}(y-\eta)\right) d \eta+C_{1, n} \operatorname{sh}\left(\alpha_{n} y\right), n \neq 0, \tag{III.9}
\end{align*}
$$

where $C_{1, n}$ - integration constants, $n \geq 0$.
The distribution of potential $U_{2}(x, y)$ for $y_{1} \leq y \leq y_{2}$ can be obtained in a similar manner as $U_{1}(x, y)$ and can be expressed as:

$$
\begin{equation*}
U_{2}(x, y)=\sum_{n=0}^{\infty} v_{2, n}(y) \cos \left(\alpha_{n} x\right), \tag{III.10}
\end{equation*}
$$

and the functions $v_{2, n}(y)$ satisfy the ordinary differential equation:

$$
\begin{align*}
& v_{2, n}^{\prime \prime}(y)-\alpha_{n}^{2} v_{2, n}(y)=\varphi_{2, n}(y), \quad y_{1} \leq y \leq y_{2}, \\
& \varphi_{2,0}(y)= \begin{cases}-\frac{1}{\varepsilon_{0} x_{1}} \lim _{\delta \rightarrow 0} \int_{x_{0}-\delta}^{x_{0}+\delta} \rho(x, y) d x=-\frac{1}{\varepsilon_{0} x_{1} y_{0}} \tau(y), & y_{1} \leq y \leq y_{0}, \\
0, & y_{0} \leq y \leq y_{2},\end{cases} \\
& \varphi_{2, n}(y)=\left\{\begin{aligned}
-\frac{2}{\varepsilon_{0} x_{1}} \lim _{\delta \rightarrow 0} \int_{x_{0}-\delta}^{x_{0}+\delta} \rho(x, y) \cos \left(\alpha_{n} x\right) d x= & \\
=-\frac{2 \cos \left(\alpha_{n} x_{0}\right)}{\varepsilon_{0} x_{1} y_{0}} \tau(y), & y_{1} \leq y \leq y_{0}, \\
0, & y_{0} \leq y \leq y_{2},
\end{aligned}\right. \tag{III.11}
\end{align*}
$$

The solution of equation III. 11 for $v_{2, n}\left(y_{2}\right)=0$ :

$$
\begin{align*}
& v_{2,0}(y)= \begin{cases}\frac{1}{\varepsilon_{0} x_{1} y_{0}} \int_{y}^{y_{0}} \tau(\eta)(y-\eta) d \eta-C_{2,0}\left(y_{2}-y\right), & y_{1} \leq y \leq y_{0}, \\
-C_{2,0}\left(y_{2}-y\right), & y_{0} \leq y \leq y_{2},\end{cases} \\
& v_{2, n}(y)=\left\{\begin{array}{cl}
\frac{2 \cos \left(\alpha_{n} x_{0}\right)}{\varepsilon_{0} x_{1} y_{0} \alpha_{n}} \int_{y}^{y_{0}} \tau(\eta) \operatorname{sh}\left(\alpha_{n}(y-\eta)\right) d \eta+ \\
+C_{2, n} \operatorname{sh}\left(\alpha_{n}\left(y_{2}-y\right)\right), & y_{1} \leq y \leq y_{0}, \\
C_{2, n} \operatorname{sh}\left(\alpha_{n}\left(y_{2}-y\right)\right), & y_{0} \leq y \leq y_{2},
\end{array}\right. \tag{III.12}
\end{align*}
$$

$C_{2, n}$ - integration constants, $n \geq 0$.

## Calculation of unknown coeffitients

To calculate the unknown coefficients $C_{1, n}, C_{2, n}$ in III.9, III.12, it is necessary to use the continuity conditions III.5, III.6, III. 10 and the continuity condition of the normal component of the electric displacement vector at $y=y_{1}$ :

$$
\begin{equation*}
U_{1}\left(x, y_{1}\right)=U_{2}\left(x, y_{1}\right),\left.\quad \varepsilon_{2} \frac{\partial U_{1}(x, y)}{\partial y}\right|_{y=y_{1}}=\left.\varepsilon_{1} \frac{\partial U_{2}(x, y)}{\partial y}\right|_{y=y_{1}} \tag{III.13}
\end{equation*}
$$

Conditions III. 13 set conditions for the functions $v_{i, n}(y)(i=1,2, n \geq 0)$ :

$$
\begin{equation*}
v_{1, n}\left(y_{1}\right)=v_{2, n}\left(y_{1}\right),\left.\quad \varepsilon_{2} \frac{\partial v_{1, n}(y)}{\partial y}\right|_{y=y_{1}}=\left.\varepsilon_{1} \frac{\partial v_{2, n}(y)}{\partial y}\right|_{y=y_{1}} \tag{III.14}
\end{equation*}
$$

Formulas III.9, III.12, III. 14 allow us to calculate the coefficients $C_{1, n}, C_{2, n}$ explicitly:

$$
\begin{align*}
& C_{1,0}=\frac{1}{\varepsilon_{0} x_{1} y_{0}\left(y_{2}-\left(1-\varepsilon_{1} / \varepsilon_{2}\right) y_{1}\right)} \times \\
& \times\left[\int_{0}^{y_{1}} \tau(\eta)\left(y_{2}-\left(1-\varepsilon_{1} / \varepsilon_{2}\right) y_{1}-\varepsilon_{1} / \varepsilon_{2} \eta\right) d \eta+\int_{y_{1}}^{y_{0}} \tau(\eta)\left(\varepsilon_{1} / \varepsilon_{2}\right)\left(y_{2}-\eta\right) d \eta\right] \text {, } \\
& C_{1, n}=-\frac{2 \cos \left(\alpha_{n} x_{0}\right)}{\varepsilon_{0} x_{1} y_{0} \alpha_{n}} \times \\
& \times\left(\frac{\varepsilon_{1}}{\varepsilon_{2}} \operatorname{sh}\left(\alpha_{n} y_{1}\right) \operatorname{ch}\left(\alpha_{n}\left(y_{2}-y_{1}\right)\right)+\operatorname{ch}\left(\alpha_{n} y_{1}\right) \operatorname{sh}\left(\alpha_{n}\left(y_{2}-y_{1}\right)\right)\right)^{-1} \times \\
& \times \int_{0}^{y_{0}} \tau(\eta)\left[\frac{\varepsilon_{1}}{\varepsilon_{2}} \operatorname{sh}\left(\alpha_{n}\left(\eta-y_{1}\right)\right) \operatorname{ch}\left(\alpha_{n}\left(y_{2}-y_{1}\right)\right)-\right.  \tag{III.15}\\
& -\operatorname{sh}\left(\alpha_{n}\left(y_{2}-y_{1}\right)\right) \operatorname{ch}\left(\alpha_{n}\left(\eta-y_{1}\right)\right] d \eta, \\
& C_{2,0}=\frac{1}{\varepsilon_{0} x_{1} y_{0}\left(y_{2}-\left(1-\varepsilon_{1} / \varepsilon_{2}\right) y_{1}\right)} \times \\
& \times\left[-\int_{0}^{y_{1}} \tau(\eta) \eta d \eta+\int_{y_{1}}^{y_{0}} \tau(\eta)\left(\left(1-\varepsilon_{1} / \varepsilon_{2}\right) y_{1}-\eta\right) d \eta\right], \\
& C_{2, n}=\frac{2 \cos \left(\alpha_{n} x_{0}\right)}{\varepsilon_{0} x_{1} y_{0} \alpha_{n}} \times \\
& \times\left(\frac{\varepsilon_{1}}{\varepsilon_{2}} \operatorname{sh}\left(\alpha_{n} y_{1}\right) \operatorname{ch}\left(\alpha_{n}\left(y_{2}-y_{1}\right)\right)+\operatorname{ch}\left(\alpha_{n} y_{1}\right) \operatorname{sh}\left(\alpha_{n}\left(y_{2}-y_{1}\right)\right)\right)^{-1} \times \\
& \times\left[\int_{0}^{y_{1}} \tau(\eta) \operatorname{sh}\left(\alpha_{n} \eta\right) d \eta+\int_{y_{1}}^{y_{0}} \tau(\eta)\left[\frac{\varepsilon_{1}}{\varepsilon_{2}} \operatorname{sh}\left(\alpha_{n} y_{1}\right) \operatorname{ch}\left(\alpha_{n}\left(\eta-y_{1}\right)\right)+\right.\right.  \tag{III.16}\\
& \left.\left.+\operatorname{sh}\left(\alpha_{n}\left(\eta-y_{1}\right)\right) \operatorname{ch}\left(\alpha_{n} y_{1}\right)\right] d \eta\right] \text {. }
\end{align*}
$$

Thus, equations III.5-III.7, III.10, III.15, and III. 16 represent the solution to the boundary problem III.2. The potential distribution $U(x, y)$ has been obtained analytically throughout the entire periodic system.

The main results of this chapter have been published in the papers [6], [97].

## IV Simulation of a blade-shaped cathode in polar coordinate system

The following references were used in writing Chapter IV: [43, 99].
Field emitters are widely used as cathode elements in electron vacuum devices for microscopy, lithography, microwave amplifiers, X-ray generators, and other applications. To increase the lifespan of field cathodes, coatings on the apex of the emitter with various materials, including dielectrics, are being investigated [22, 44, 45, 46].

## IV. 1 Simulation of a blade-shaped field emitter with a dielectric coating in polar coordinate system

## Physical formulation of the problem: calculation of field emitter with dielectric coating on its apex

In this section, we present the simulation of a two-dimensional diode emission system based on a blade-shaped field emitter in a polar coordinate system. The apex of the emitter is a circular region covered with a dielectric material. The anode is a coaxial circle to the emitter's apex. On the cathode, boundary conditions of the first kind are specified, while on the anode, boundary conditions of the first and second kinds are specified. The calculation of the electrostatic potential is reduced to solving a system of linear algebraic equations with constant coefficients.

Parameters:
$r=R_{1}, \quad(\varphi \in[-\pi, \pi])-$ a surface of the emitter,
$r=R_{3}, \quad\left(\varphi \in\left[\varphi_{0}, \pi-\varphi_{0}\right]\right)$ - a surface of the anode,
$r=R_{3}, \quad\left(\varphi \in\left[-\varphi_{0}, \varphi_{0}\right]\right)$ - anode's substrate,
$r=R_{2}, \quad(\varphi \in[-\pi, \pi])$ - the boundary between the two dielectrics with dielectric permittivities $\varepsilon_{1}$ и $\varepsilon_{2}$,
$V_{1}$ - the value of the potential at the emitter's vertex,
$V_{2}$ - the value of the potential at the anode,
$\left.\frac{\partial U(r, \varphi)}{\partial r}\right|_{r=R_{3}}=Q$ - the value of the potential at the emitter substrate.


Fig. 31: Schematic image of the system in polar coordinate system.

## Mathematical model

The distribution of the electrostatic potential $U(r, \varphi)$ can be found as the solution of the Laplace's equation:

$$
\begin{equation*}
\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\partial U}{\partial r}\right)+\frac{1}{r^{2}} \frac{\partial^{2} U}{\partial \varphi^{2}}=0 \tag{IV.1}
\end{equation*}
$$

with boundary conditions:

$$
\begin{cases}U\left(R_{1}, \varphi\right)=V_{1}, & \varphi \in[-\pi, \pi],  \tag{IV.2}\\ U\left(R_{3}, \varphi\right)=V_{2}, & \varphi \in\left[\varphi_{0}, 2 \pi-\varphi_{0}\right], \\ \left.\frac{\partial U(r, \varphi)}{\partial r}\right|_{r=R_{3}}=Q, & \varphi \in\left[-\varphi_{0}, \varphi_{0}\right], \\ \left.\varepsilon_{1} \frac{\partial U(r, \varphi)}{\partial r}\right|_{r=R_{2}-0}=\left.\varepsilon_{2} \frac{\partial U(r, \varphi)}{\partial r}\right|_{r=R_{2}+0}, & \varphi \in[-\pi, \pi] .\end{cases}
$$

## Solution of the boundary problem IV.1, IV. 2

To solve the boundary problem IV.1, IV.2, considering that the potential distribution $U(r, \varphi)$ for the entire region $\left(r \in\left[R_{1}, R_{3}\right], \varphi \in[-\pi, \pi]\right)$ is symmetric with respect to the planes $\varphi=0$ and $\varphi=\pi$, the problem IV.1, IV. 2 can be solved for $(r \in$ $\left.\left[R_{1}, R_{3}\right], \varphi \in[0, \pi]\right)$.

To find the solution of equation IV. 1 with boundary conditions IV.2, the entire inner region of the diode system $\left(r \in\left[R_{1}, R_{3}\right], \varphi \in[0, \pi]\right)$ can be divided into the following subregions:
(1) $-\left(r \in\left[R_{1}, R_{2}\right], \quad \varphi \in\left[0, \varphi_{0}\right]\right)$;
(2) $-\left(r \in\left[R_{2}, R_{3}\right], \quad \varphi \in\left[0, \varphi_{0}\right]\right)$;
(3) $-\left(r \in\left[R_{1}, R_{2}\right], \quad \varphi \in\left[\varphi_{0}, \pi\right]\right)$;
(4) $-\left(r \in\left[R_{2}, R_{3}\right], \quad \varphi \in\left[\varphi_{0}, \pi\right]\right)$.

Let:

$$
U(r, \varphi)=\left\{\begin{array}{lll}
U_{1}(r, \varphi), & r \in\left[R_{1}, R_{2}\right], & \varphi \in\left[0, \varphi_{0}\right],  \tag{IV.3}\\
U_{2}(r, \varphi), & r \in\left[R_{2}, R_{3}\right], & \varphi \in\left[0, \varphi_{0}\right], \\
U_{3}(r, \varphi), & r \in\left[R_{1}, R_{2}\right], & \varphi \in\left[\varphi_{0}, \pi\right], \\
U_{4}(r, \varphi), & r \in\left[R_{2}, R_{3}\right], & \varphi \in\left[\varphi_{0}, \pi\right] .
\end{array}\right.
$$

Let's consider the functions with respect to the variable $r-V_{1}(r), V_{2}(r), V_{3}(r)$, $V_{4}(r)$ for each of the regions IV. 3 respectively:

$$
\begin{align*}
& V_{1}(r)=Q R_{3} \frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(r / R_{1}\right)+V_{1}, \\
& V_{2}(r)=Q R_{3}\left(\ln \left(r / R_{2}\right)+\frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(R_{2} / R_{1}\right)\right)+V_{1}, \\
& V_{3}(r)=\frac{\varepsilon_{2}}{\varepsilon_{1}} \frac{\left(V_{2}-V_{1}\right) \ln \left(r / R_{1}\right)}{\frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(R_{2} / R_{1}\right)+\ln \left(R_{3} / R_{2}\right)}+V_{1},  \tag{IV.4}\\
& V_{4}(r)=\frac{\left(V_{2}-V_{1}\right) \ln \left(r / R_{3}\right)}{\frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(R_{2} / R_{1}\right)+\ln \left(R_{3} / R_{2}\right)}+V_{2} .
\end{align*}
$$

The functions $V_{1}(r), V_{2}(r), V_{3}(r), V_{4}(r)$ given by equation IV. 4 satisfy the Laplace equation with the boundary conditions IV. 2 for each corresponding region (i).

The potential distribution $U_{i}(r, \varphi)(i,=, 1,2,3,4)$ in region (i) can be represented using the method of separation of variables, as described in reference [43]:

$$
\begin{align*}
U_{1}(r, \varphi)= & V_{1}(r)+\sum_{n=1}^{\infty} a_{n} e^{-\lambda_{n}\left(\varphi_{0}-\varphi\right)} \frac{1+e^{-2 \lambda_{n} \varphi}}{1+e^{-2 \lambda_{n} \varphi_{0}}} \sin \left(\lambda_{n} \ln \left(r / R_{1}\right)\right)+  \tag{IV.5}\\
& +\sum_{m=0}^{\infty} c_{m}\left(r / R_{2}\right)^{\mu_{m}} \frac{1-\left(r / R_{1}\right)^{-2 \mu_{m}}}{1-\left(R_{1} / R_{2}\right)^{2 \mu_{m}}} \cos \left(\mu_{m} \varphi\right),
\end{align*}
$$

$$
\begin{align*}
& U_{2}(r, \varphi)= V_{2}(r)+\sum_{k=0}^{\infty} b_{k} e^{-\nu_{k}\left(\varphi_{0}-\varphi\right)} \frac{1+e^{-2 \nu_{k} \varphi}}{1+e^{-2 \nu_{k} \varphi_{0}}} \sin \left(\nu_{k} \ln \left(r / R_{2}\right)\right)+ \\
&+\sum_{m=0}^{\infty} c_{m}\left(r / R_{2}\right)^{-\mu_{m}} \frac{1+\left(r / R_{3}\right)^{2 \mu_{m}}}{1+\left(R_{2} / R_{3}\right)^{2 \mu_{m}}} \cos \left(\mu_{m} \varphi\right)  \tag{IV.6}\\
&+\sum_{n=1}^{\infty}\left(U_{3}(r, \varphi)=V_{3}(r)+\right. \\
& a_{n}+\left.\frac{2(-1)^{n}}{\lambda_{n}} \frac{\varepsilon_{2}}{\varepsilon_{1}}\left(\frac{T_{2}-T_{1}}{\frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(R_{2} / R_{1}\right)+\ln \left(R_{3} / R_{2}\right)}-Q R_{3}\right)\right) \times  \tag{IV.7}\\
& \times e^{-\lambda_{n}\left(\varphi-\varphi_{0}\right)} \frac{1+e^{-2 \lambda_{n}(\pi-\varphi)}}{1+e^{-2 \lambda_{n}\left(\pi-\varphi_{0}\right)}} \sin \left(\lambda_{n} \ln \left(r / R_{1}\right)\right)+ \\
&+\sum_{p=0}^{\infty} d_{p}\left(r / R_{2}\right)^{\eta_{p}} \frac{1-\left(r / R_{1}\right)^{-2 \eta_{p}}}{1-\left(R_{1} / R_{2}\right)^{2 \eta_{p}}} \cos \left(\eta_{p}(\pi-\varphi)\right) \\
& U_{4}(r, \varphi)= V_{4}(r)+\sum_{t=1}^{\infty} g_{t} e^{-\xi_{t}\left(\varphi-\varphi_{0}\right)} \frac{1+e^{-2 \xi_{t}(\pi-\varphi)}}{1+e^{-2 \xi_{t}\left(\pi-\varphi_{0}\right)}} \sin \left(\xi_{t} \ln \left(r / R_{2}\right)\right)+ \\
&+ \sum_{p=0}^{\infty} d_{p}\left(r / R_{2}\right)^{-\eta_{p}} \frac{1-\left(r / R_{3}\right)^{2 \eta_{p}}}{1-\left(R_{2} / R_{3}\right)^{2 \eta_{p}}} \cos \left(\eta_{p}(\pi-\varphi)\right) \tag{IV.8}
\end{align*}
$$

where

$$
\begin{gather*}
\lambda_{n}=\frac{\pi n}{\ln \left(R_{2} / R_{1}\right)}, \quad \mu_{m}=\frac{(2 m+1) \pi}{2 \varphi_{0}}, \quad \nu_{k}=\frac{(2 k+1) \pi}{2 \ln \left(R_{3} / R_{2}\right)}  \tag{IV.9}\\
\eta_{p}=\frac{(2 p+1) \pi}{2\left(\pi-\varphi_{0}\right)}, \quad \xi_{t}=\frac{\pi t}{\ln \left(R_{3} / R_{2}\right)}
\end{gather*}
$$

## The computation of the unknown coefficients in the potential expansion

 IV. 5 - IV. 9The functions $U_{i}(r, \varphi)(i=1,2,3,4)$ given by equations IV. 5 to IV.9, representing the potential distribution $U(r, \varphi)$ as series expansions in the eigenfunctions, satisfy the boundary conditions IV. 2 on the surfaces of the cathode and anode. These formulas impose the following continuity conditions for the potential distribution on the interface boundaries:

$$
\begin{array}{ll}
U_{1}\left(R_{2}, \varphi\right)=U_{2}\left(R_{2}, \varphi\right), & \varphi \in\left[0, \varphi_{0}\right] ; \\
U_{1}\left(r, \varphi_{0}\right)=U_{3}\left(r, \varphi_{0}\right), & r \in\left[R_{1}, R_{2}\right] ; \\
U_{3}\left(R_{2}, \varphi\right)=U_{4}\left(R_{2}, \varphi\right), & \varphi \in\left[\varphi_{0}, \pi\right]
\end{array}
$$

To compute the unknown coefficients $a_{n}, b_{k}, c_{m}, d_{p}, g_{t}$, additional continuity conditions for the potential distribution and the normal component of the displacement vector can be utilized on the remaining interface boundaries:

$$
\begin{array}{ll}
U_{2}\left(r, \varphi_{0}\right)=U_{4}\left(r, \varphi_{0}\right), & r \in\left[R_{2}, R_{3}\right] ; \\
\left.\varepsilon_{1} \frac{\partial U_{1}(r, \varphi)}{\partial r}\right|_{r=R_{2}}=\left.\varepsilon_{2} \frac{\partial U_{2}(r, \varphi)}{\partial r}\right|_{r=R_{2}}, & \varphi \in\left[0, \varphi_{0}\right] ; \\
\left.\frac{\partial U_{1}(r, \varphi)}{\partial \varphi}\right|_{\varphi=\varphi_{0}}=\left.\frac{\partial U_{3}(r, \varphi)}{\partial \varphi}\right|_{\varphi=\varphi_{0}}, & r \in\left[R_{1}, R_{2}\right] ;  \tag{IV.10}\\
\left.\varepsilon_{1} \frac{\partial U_{3}(r, \varphi)}{\partial r}\right|_{r=R_{2}}=\left.\varepsilon_{2} \frac{\partial U_{4}(r, \varphi)}{\partial r}\right|_{r=R_{2}}, & \varphi \in\left[\varphi_{0}, \pi\right] ; \\
\left.\frac{\partial U_{2}(r, \varphi)}{\partial \varphi}\right|_{\varphi=\varphi_{0}}=\left.\frac{\partial U_{4}(r, \varphi)}{\partial r}\right|_{\varphi=\varphi_{0}}, & r \in\left[R_{2}, R_{3}\right] .
\end{array}
$$

Using the continuity conditions IV. 10 and the orthogonality of the eigenfunctions, we can formulate a linear algebraic system with the corresponding unknown coefficients $a_{n}, b_{k}, c_{m}, d_{p}, g_{t}:$

$$
\begin{gather*}
b_{k} \frac{1}{2} \ln \left(R_{3} / R_{2}\right)-(-1)^{k} \sum_{t=1}^{\infty} g_{t} \frac{(-1)^{t} \xi_{t}}{\nu_{k}^{2}-\xi_{t}^{2}}= \\
=\frac{1}{\nu_{k}}\left(\frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(R_{2} / R_{1}\right)+\frac{1}{\nu_{k}}(-1)^{k}\right) \times  \tag{IV.11}\\
\times\left(\frac{V_{2}-V_{1}}{\frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(R_{2} / R_{1}\right)+\ln \left(R_{3} / R_{2}\right)}-Q R_{3}\right) ; \\
(-1)^{m} \sum_{n=1}^{\infty} a_{n} \frac{(-1)^{n} \lambda_{n}}{\lambda_{n}^{2}+\mu_{m}^{2}}-(-1)^{m} \frac{\varepsilon_{2}}{\varepsilon_{1}} \sum_{k=0}^{\infty} b_{k} \frac{\nu_{k}}{\nu_{k}^{2}+\mu_{m}^{2}}+  \tag{IV.12}\\
+c_{m} \frac{\varphi_{0}}{2}\left(\operatorname{coth}\left(\mu_{m}\left(R_{2} / R_{1}\right)\right)+\frac{\varepsilon_{2}}{\varepsilon_{1}} \operatorname{coth}\left(\mu_{m}\left(R_{3} / R_{2}\right)\right)\right)=0 ;
\end{gather*}
$$

$$
\begin{align*}
& a_{n} \frac{1}{2} \ln \left(R_{2} / R_{1}\right)\left(\tanh \left(\lambda_{n} \varphi_{0}\right)+\tanh \left(\lambda_{n}\left(\pi-\varphi_{0}\right)\right)\right)+(-1)^{n} \sum_{m=0}^{\infty} c_{m} \frac{(-1)^{m} \mu_{m}}{\lambda_{n}^{2}+\mu_{m}^{2}}+ \\
& +(-1)^{n} \sum_{p=0}^{\infty} d_{p} \frac{(-1)^{p} \eta_{p}}{\lambda_{n}^{2}+\eta_{p}^{2}}=-\tanh \left(\lambda_{n}\left(\pi-\varphi_{0}\right)\right) \times  \tag{IV.13}\\
& \times \frac{2(-1)^{n}}{\lambda_{n}} \frac{\varepsilon_{2}}{\varepsilon_{1}}\left(\frac{V_{2}-V_{1}}{\frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(R_{2} / R_{1}\right)+\ln \left(R_{3} / R_{2}\right)}-Q R_{3}\right) ; \\
& (-1)^{p} \sum_{n=1}^{\infty} a_{n} \frac{(-1)^{n} \lambda_{n}}{\lambda_{n}^{2}+\eta_{p}^{2}}+d_{p} \frac{\pi-\varphi_{0}}{2}\left(\operatorname{coth}\left(\eta_{p}\left(R_{2} / R_{1}\right)\right)+\frac{\varepsilon_{2}}{\varepsilon_{1}} \operatorname{coth}\left(\eta_{p}\left(R_{3} / R_{2}\right)\right)\right)- \\
& -(-1)^{p} \frac{\varepsilon_{2}}{\varepsilon_{1}} \sum_{t=1}^{\infty} g_{t} \frac{\xi_{t}}{\xi_{t}^{2}+\eta_{p}^{2}}=-2(-1)^{p} \sum_{n=1}^{\infty} \frac{1}{\lambda_{n}^{2}+\eta_{p}^{2}} \times  \tag{IV.14}\\
& \times \frac{\varepsilon_{2}}{\varepsilon_{1}}\left(\frac{V_{2}-V_{1}}{\frac{\varepsilon_{2}}{\varepsilon_{1}} \ln \left(R_{2} / R_{1}\right)+\ln \left(R_{3} / R_{2}\right)}-Q R_{3}\right) ; \\
& -\sum_{m=0}^{\infty} c_{m} \frac{\mu_{m}}{\mu_{m}^{2}+\nu_{k}^{2}}+b_{k} \frac{1}{2} \ln \left(R_{3} / R_{2}\right) \tanh \left(\nu_{k} \varphi_{0}\right)+ \\
& +\sum_{p=0}^{\infty} d_{p} \frac{(-1)^{p} \eta_{p}}{\nu_{k}}\left(\frac{\eta_{p}}{\eta_{p}^{2}+\nu_{k}^{2}} \frac{(-1)^{k}}{\sinh \left(\eta_{p}\left(\ln \left(R_{3} / R_{2}\right)\right)\right)}-\frac{\nu_{k}}{\eta_{p}^{2}+\nu_{k}^{2}}\right)+  \tag{IV.15}\\
& +(-1)^{k} \sum_{t=1}^{\infty} g_{t} \frac{\xi_{t}}{\nu_{k}} \frac{(-1)^{t} \xi_{t}}{\left(\nu_{k}^{2}-\xi_{t}^{2}\right)} \tanh \left(\xi_{t}\left(\pi-\varphi_{0}\right)\right)=0 .
\end{align*}
$$

So, the solution of the original boundary problem IV.1, IV. 2 is reduced to solving the system of linear algebraic equations IV. 11 - IV. 15 for the coefficients involved in the potential expansion IV. 5 - IV. 9.

## Results of numerical calculation of potential distribution in the diode system for a field emitter with a dielectric coating

Based on the derived formulas for the potential distribution IV. 3 - IV.9, this section presents contour plots of equipotential lines throughout the entire diode system for various parameter values.

All parameter values are presented in dimensionless units.


Fig. 32: $\varepsilon 1 / \varepsilon 2=1, R_{1}=10, R_{3}=100, \varphi_{0}=\pi / 4, V_{1}=0, V_{2}=100$


Fig. 33: $R_{1}=1, R_{2}=2, R_{3}=100, \varphi_{0}=\pi / 4, V_{1}=0, V_{2}=100, U\left(r, \varphi_{0}\right)=0$
The figures 32 show the plots of potential distribution for various values of $Q$ in the boundary conditions IV. 2 when there is no dielectric layer on the cathode tip $\left(\varepsilon_{2}=\varepsilon_{1}\right)$.

The figures 33 depict the plots of potential distribution for different values of the ratio of dielectric permittivities $\varepsilon_{2} / \varepsilon_{1}$ under homogeneous Dirichlet boundary conditions on the surface $\varphi_{0}=\pi / 4\left(R_{1} \leq r \leq R_{3}\right)$.


Fig. 34: $\varepsilon_{2} / \varepsilon_{1}=0.1 R_{1}=1, R_{2}=2, R_{3}=100, \varphi_{0}=\pi / 4, V_{1}=0, V_{2}=100$, $Q=-15$

The graph in Fig. 34 shows the potential distribution throughout the entire region of the investigated diode system with a field cathode, where the tip is coated with a dielectric layer, under the specified parameters.

Figures 36 show graphs of the potential distribution with respect to the variable r near the dielectric interface. It is noticeable that with an increase in the permittivity of the layer (dielectric coating of the tip) $\varepsilon_{1}$ with respect to $\varepsilon_{2}$, the field strength in the emission region $R_{2} \leq r \leq R_{2}+2 R_{1}$ increases. These calculation results correspond to known experimental facts [22].


Fig. 35: $R_{1}=1, R_{2}=2, R_{3}=100, \varphi=0 \varphi_{0}=\pi / 4, V_{1}=0, V_{2}=100$

The main results of this chapter have been published in the papers [43].

## Conclusion

In this work, methods for modeling various two-dimensional emission systems based on field emitters have been proposed. One of the main objectives of studying field cathodes is to find the most convenient modeling approach that can help construct cathodes of the required sizes and shapes for specific applications. Special attention has been given to the investigation of changes in the distribution of electrostatic potential within the system and the influence of geometric parameters and the presence of dielectric layers on these changes.

The first chapter presents the following axisymmetric emission diode and triode systems in cylindrical coordinate system:

- a single field cathode of a special shape, modeled using a charged circular wire, - a single cathode with a dielectric layer on the lateral surface.

The second chapter discusses planar symmetric emission diode systems in the Cartesian coordinate system:

- a single blade-shaped cathode, modeled using a thin charged wire. - a single blade-shaped cathode, modeled using an arbitrary number of infinitely charged wires, taking into account the influence of dielectric layers on the lateral surfaces of the diode system.

The third chapter investigates planar symmetric field multi-emitter systems in the Cartesian coordinate system: - a periodic emitter system, modeled using charged planes. - a periodic emitter system with a dielectric layer on the emitter substrate.

The fourth chapter presents the results of modeling a planar symmetric diode system with a field emitter in the Cartesian coordinate system, where the tip of the emitter is coated with a dielectric layer.

For each of the presented models, the distribution of the electrostatic potential was computed throughout the entire region of the studied system in an analytical form as a series expansion in eigenfunctions. The coefficients of the expansions were found either explicitly or through solving a system of linear algebraic equations.

Based on the derived formulas, graphs of the potential distribution were provided for various geometric parameters of the considered diode systems. Examples of system influence were demonstrated by varying the initial parameter values.

For axisymmetric systems, changing the boundaries of the region in the variables
$r$ and $z$ alters the shape of the cathode (Fig. 3, 4). The effect of varying the ratio of dielectric layers was also demonstrated in Fig. 7, 8.

For systems modeled in the Cartesian coordinate system, different methods were used to construct the virtual cathode, whose shape is represented by the zero equipotential: using charged filaments or charged planes. It should be noted that defining the emitter shape using charged filaments is more preferable, considering the flexibility of the model for a wide range of field cathodes of different shapes (Fig. $12-13,15-16,18-19,21-22)$.

The solution to the problem of determining the distribution of the electrostatic potential for a blade-shaped field emitter with a given radius of curvature at the apex, represented in polar coordinates, allows for varying the shape of the field cathode itself by changing the boundary conditions and also taking into account the presence of a dielectric layer on its apex (Fig. 27-28).

The work presents graphs of the electric field strength near the apex for several of the considered systems. The electric field strength is an important emission characteristic of the model and allows for analyzing the feasibility of using a particular modeling method in the design of real vacuum electronic devices. The field strength values for circular filaments are quite high, indicating the convenience of using this method for creating relatively large cathodes in the millimeter range (Fig. 23). On the other hand, flat models have relatively weak field strength values, but their advantage lies in the ability to use such systems in nanoelectronic devices (Fig. 24-25).

Thus, each of the presented models has a set of advantages and disadvantages that should be taken into account when designing real devices. However, each of the developed models of field emission systems can be used in real devices depending on the specific technical task.
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## Application

This appendix provides a listing of a program that implements the numerical calculation of formulas and the construction of graphs for the problem from Chapter IV. The program is written in Python.

## Program listing

import numpy as np
import matplotlib.pyplot as plt
from matplotlib import colormaps as cm
import matplotlib.patches as mpatches
from matplotlib.ticker import LinearLocator

```
r1 = 10#int(input("r1 = "))
r2 = 20#int(input("r2 = "))
r3 = 100
```

eps12 = 0.1\#int(input("eps2/eps1="))
q $=-5$
$\mathrm{T} 1=0$
$\mathrm{T} 2=100$
phi_0 = np.pi/8
N1 = 500\#int(input("summa = "))
M = 500
N = 500\#int(input("pazbienie = "))

```
# r1 = 1, r2 = 1.001, r3 = 10; q = -200; eps = 0.1
# r1 = 1, r2 = 1.2, r3 = 10; q = -200; eps = 0.1
# r1 = 1, r2 = 2, r3 = 10; q = -100; eps = 0.1
```

```
def lmbd(i):
lamda_i = np.pi*(i+1)/(np.log(r2/r1))
return lamda_i
def mu(i):
mu_i = (2*i + 1)*np.pi/(2*phi_0)
return mu_i
def nu(i):
nu_i = (2*i + 1)*np.pi/(2*np.log(r3/r2))
return nu_i
def etta(i):
etta_i = (2*i + 1)*np.pi/(2*(np.pi - phi_0))
return etta_i
def ksi(i):
ksi_i = (np.pi*(i+1))/np.log(r3/r2)
return ksi_i
# ################################## SUMS
def g1sum(i,j):
```

```
G1sum = (np.power(-1, i)) * (np.power(-1, (j+1))) * ksi(j) /
    (np.power(nu(i), 2) - np.power(ksi(j), 2))
return G1sum
def a2sum(i,j):
A2sum = (np.power((-1), i))*lmbd(j)*(np.power((-1), (j+1)))/
((np.power((lmbd(j)), 2))+(np.power((mu(i)), 2)))
return A2sum
def b2sum(i,j):
B1sum = eps12*(np.power((-1), i))*nu(j)/ ((np.power((nu(j)), 2))
+(np.power((mu(i)), 2)))
return B1sum
def c3sum(i,j):
C3sum = (np.power((-1), (i+1)))*(np.power((-1), j))*mu(j)/
((np.power((lmbd(i)), 2))+(np.power((mu(j)), 2)))
return C3sum
def d3sum(i,j):
D3sum = (np.power((-1), (i+1)))*(np.power((-1), j))*etta(j)/
    ((np.power((lmbd(i)), 2))+(np.power((etta(j)), 2)))
return D3sum
```

```
def a4sum(i,j):
```

A4sum $=(n p \cdot \operatorname{power}((-1), i)) * 1 m b d(j) *(n p \cdot \operatorname{power}((-1),(j+1))) /$
$((n p . \operatorname{power}((\operatorname{lmbd}(j)), 2))+(n p . \operatorname{power}((\operatorname{etta}(i)), 2)))$
return A4sum
def g4sum(i,j):

```
G4sum \(=\) eps12*(np.power((-1), i))*ksi(j) /
    ((np.power((ksi(j)), 2))+(np.power((etta(i)), 2)))
```

return G4sum
def c5sum(i,j):
C5sum $=m u(j) /((n p \cdot \operatorname{power}((m u(j)), 2))+(n p \cdot \operatorname{power}((n u(i)), 2)))$
return C5sum
def d5sum(i,j):
pt1 = (np. power ((-1), j)) *etta(j)/nu(i)
pt2 $=\operatorname{etta}(j) /(n p \cdot \operatorname{power}((\operatorname{etta}(j)), 2)+n p \cdot \operatorname{power}((n u(i)), 2))$
pt3 $=(n p \cdot \operatorname{power}((-1), i)) /(n p \cdot \sinh (e t t a(j) * n p \cdot \log (r 3 / r 2)))$
pt4 $=n u(i) /(n p \cdot \operatorname{power}((\operatorname{etta}(j)), 2)+n p \cdot p o w e r((n u(i)), 2))$
D5sum $=$ pt1*(pt2 * pt3 - pt4)
return D5sum
def g5sum(i,j):

```
pt1 = (np.power((-1),i))
pt2 = ksi(j)/nu(i)
pt3 = (np.power((-1),(j+1)))*ksi(j)/(np.power((nu(i)),2)
    - np.power((ksi(j)),2))
pt4 = np.tanh(ksi(j)*(np.pi - phi_0))
G5sum = pt1 * pt2 * pt3 * pt4
return G5sum
def d4sum(i):
pt5 = 0
for j in range(0, M, 1):
pt3 = np.power((-1), i) / (np.power(lmbd(j), 2)
    + np.power(etta(i), 2))
pt1 = -np.power((-1), (j+1))
pt2 = (np.power(-1,j+1)*eps12*((T2-T1)/
(eps12*(np.log(r2/r1))+np.log(r3/r2)) - q*r3))
pt4 = pt1 * pt2 * pt3
pt5 += pt4
return pt5
# #################################### MATRIX LEFT (1)
def an1():
A1 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M+1, 1):
for j in range(0, M+1, 1):
A1[n][j] = 0
```


## return A1

```
def bk1():
```

B1 = np.zeros(shape=(M+1, M+1), dtype='float')
for $k$ in range( $0, M+1,1)$ :
for $t$ in range ( $0, M+1,1$ ):
if $k==t$ :
$\mathrm{B} 1[\mathrm{k}][\mathrm{t}]=(1 / 2) * \mathrm{np} . \log (\mathrm{r} 3 / \mathrm{r} 2)$
else:
$\mathrm{B} 1[\mathrm{k}][\mathrm{t}]=0$
return B1
def cm1():
C1 = np.zeros(shape=(M+1, M+1), dtype='float')
for $n$ in range( $0, \mathrm{M}+1,1$ ):
for $j$ in range( $0, M+1,1$ ):
$\mathrm{C} 1[\mathrm{n}][\mathrm{j}]=0$
return C1
def dp1():
D1 = np.zeros(shape=(M+1, M+1), dtype='float')
for $n$ in range( $0, M+1,1$ ):
for $j$ in range( $0, M+1,1$ ):

```
D1[n][j] = 0
return D1
def gt1():
G1 = np.zeros(shape=(M+1, M+1), dtype='float')
for k in range(0, M + 1, 1):
for t in range(0, M + 1, 1):
G1[k][t] = -g1sum(k,t)
return G1
# ################################# MATRIX LEFT(2)
def an2():
A2 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for m in range(0, M + 1, 1):
A2[m][n] = a2sum(m,n)
return A2
def bk2():
B2 = np.zeros(shape=(M+1, M+1), dtype='float')
for m in range(0, M + 1, 1):
for k in range(0, M + 1, 1):
B2[m][k] = -b2sum(m,k)
return B2
```

```
def cm2():
C2 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for j in range(0, M + 1, 1):
if j == n:
C2[n][j] = (phi_0/2)*(np.tanh(mu(j)*np.log(r2/r1)
+eps12*np.tanh(mu(j)*np.log(r3/r2))))
else:
C2[n][j] = 0
return C2
def dp2():
D2 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for j in range(0, M + 1, 1):
D2[n][j] = 0
return D2
def gt2():
G2 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for j in range(0, M + 1, 1):
G2[n][j] = 0
return G2
```

\# \#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\#\# MATRIX LEFT (3)

```
def an3():
A3 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for m in range(0, M + 1, 1):
if n == m:
A3[n][m] = (1/2)*np.log(r2/r1)*(np.tanh(lmbd(n)*phi_0)
+np.tanh(lmbd(n)*(np.pi - phi_0)))
else:
A3[n][m] = 0
return A3
def bk3():
B3 = np.zeros(shape=(M+1, M+1), dtype='float')
for k in range(0, M + 1, 1):
for m in range(0, M + 1, 1):
B3[k][m] = 0
return B3
def cm3():
C3 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for m in range(0,M + 1, 1):
C3[n][m] = c3sum(n,m)
return C3
def dp3():
```

```
D3 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for p in range(0, M + 1, 1):
D3[n][p] = d3sum(n,p)
return D3
def gt3():
G3 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for j in range(0, M + 1, 1):
G3[n][j] = 0
return G3
# ################################# MATRIX LEFT (4)
def an4():
A4 = np.zeros(shape=(M+1, M+1), dtype='float')
for p in range(0, M + 1, 1):
for n in range(0, M + 1, 1):
A4[p][n] = a4sum(p,n)
return A4
def bk4():
B4= np.zeros(shape=(M+1, M+1), dtype='float')
for k in range(0, M + 1, 1):
```

```
for m in range(0, M + 1, 1):
B4[k][m] = 0
return B4
def cm4():
C4 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for m in range(0, M + 1, 1):
C4[n][m] = 0
return C4
def dp4():
D4 = np.zeros(shape=(M+1, M+1), dtype='float')
for n in range(0, M + 1, 1):
for p in range(0, M + 1, 1):
if n == p:
D4[n][p] = ((np.pi - phi_0)/2)*(1/(np.tanh(etta(p)
*np.log(r2/r1))+eps12*1/np.tanh(etta(p)*np.log(r3/r2))))
else:
D4[n][p] = 0
return D4
def gt4():
G4 = np.zeros(shape=(M+1, M+1), dtype='float')
for p in range(0, M + 1, 1):
for t in range(0, M + 1, 1):
G4[p][t] = -g4sum(p,t)
```


## return G4

```
# ################################# MATRIX LEFT (5)
```

def an5():
A5 = np.zeros(shape=(M+1, M+1), dtype='float')
for $n$ in range( $0, M+1,1)$ :
for $p$ in range ( $0, M+1,1$ ):
A5[n][p] = 0
return A5
def bk5():
B5 = np.zeros (shape=(M+1, M+1), dtype='float')
for $k$ in range $(0, M+1,1)$ :
for $m$ in range ( $0, M+1,1$ ):
if $k==m$ :
B5 [k] [m] $=(1 / 2) *(n p . \log (r 3 / r 2)) * n p . \tanh \left(n u(k) * p h i \_0\right)$
else:
$\mathrm{B} 5[\mathrm{k}][\mathrm{m}]=0$
return B5
def cm5():
C5 = np.zeros (shape $=(M+1, M+1)$, dtype='float')
for $k$ in range ( $0, M+1,1$ ):
for $m$ in range ( $0, M+1,1$ ):
$\mathrm{C} 5[\mathrm{k}][\mathrm{m}]=-\mathrm{c} 5$ sum $(\mathrm{k}, \mathrm{m})$

```
return C5
def dp5():
D5 = np.zeros(shape=(M+1, M+1), dtype='float')
for k in range(0, M + 1, 1):
for p in range(0, M + 1, 1):
D5[k][p] = d5sum(k,p)
return D5
def gt5():
G5 = np.zeros(shape=(M+1, M+1), dtype='float')
for k in range(0, M + 1, 1):
for t in range(0, M + 1, 1):
G5[k][t] = g5sum(k,t)
return G5
# ################################# MATRIX RIGHT
def dr1():
D1 = np.zeros(shape=(M+1, 1), dtype='float')
for k in range(0, M + 1, 1):
pt1 = (1 / nu(k)) * (eps12 * np.log(r2 / r1)
    +(1 / nu(k)) * np.power((-1), (k)))
pt2 = (T2-T1)/(eps12*np.log(r2/r1)
+np.log(r3/r2)) - q*r3
D1[k] = pt1 * pt2
```

return D1
def dr2():
D2 = np.zeros $($ shape $=(M+1,1)$, dtype='float')
for $k$ in range ( $0, M+1,1$ ):
$\mathrm{D} 2[\mathrm{k}]=0$
return D2
def dr3():
D3 = np.zeros(shape=(M+1, 1), dtype='float')
for $n$ in range ( $0, M+1,1$ ):
$\mathrm{pt1}=-\mathrm{np} . \log (\mathrm{r} 2 / \mathrm{r} 1)$
$\mathrm{pt2}=(\mathrm{np} \cdot \operatorname{power}(-1,(\mathrm{n}+1)) *(1 / \operatorname{lmbd}(\mathrm{n})) * \operatorname{eps} 12 *((\mathrm{~T} 2-\mathrm{T} 1)$
$/(\operatorname{eps} 12 *(n p \cdot \log (r 2 / r 1))+n p \cdot \log (r 3 / r 2))-q * r 3))$
$\mathrm{pt} 3=\mathrm{np} \cdot \tanh \left(\operatorname{lmbd}(\mathrm{n}) *\left(\mathrm{np} . \mathrm{pi}-\mathrm{phi} \mathrm{p}^{0}\right)\right)$
$\mathrm{D} 3[\mathrm{n}]=\mathrm{pt} 1 * \mathrm{pt} 2 * \mathrm{pt} 3$
return D3
def dr4():
D4 = np.zeros(shape=(M+1, 1), dtype='float')
for $n$ in range( $0, M+1,1$ ):
$\mathrm{D} 4[\mathrm{n}]=2 * \mathrm{~d} 4 \operatorname{sum}(\mathrm{n})$
return D4
def $\operatorname{dr} 5():$
D5 = np.zeros(shape=(M+1, 1), dtype='float')

```
for n in range(0, M + 1, 1):
```

$\mathrm{D} 5[\mathrm{n}]=0$
return D5
a1 = np.array (an1())
a2 = np.array(an2())
a3 = np.array(an3())
a4 = np.array (an4())
a5 = np.array(an5())
b1 = np. $\operatorname{array}(\operatorname{bk1}())$
b2 = np.array (bk2())
b3 = np.array (bk3())
b4 = np.array (bk4())
b5 = np.array(bk5())
c1 = np.array(cm1())
c2 = np.array(cm2())
c3 = np.array (cm3())
c4 = np.array (cm4())
c5 = np.array (cm5())
$\mathrm{d} 1=\mathrm{np} \cdot \operatorname{array}(\mathrm{dp} 1())$
$\mathrm{d} 2=\mathrm{np} \cdot \operatorname{array}(\mathrm{dp} 2())$
d3 $=n p \cdot \operatorname{array}(\operatorname{dp} 3())$
d4 = np.array (dp4())
d5 = np.array(dp5())
g1 = np.array(gt1())
g2 = np.array(gt2())

```
g3 = np.array(gt3())
g4 = np.array(gt4())
g5 = np.array(gt5())
dr1r = np.array(dr1())
dr2r = np.array(dr2())
dr3r = np.array(dr3())
dr4r = np.array(dr4())
dr5r = np.array(dr5())
S1 = np.hstack((a1,b1,c1,d1,g1))
S2 = np.hstack((a2,b2,c2,d2,g2))
S3 = np.hstack((a3,b3,c3,d3,g3))
S4 = np.hstack((a4,b4, c4,d4,g4))
S5 = np.hstack((a5,b5, c5,d5,g5))
A1 = np.vstack((S1,S2,S3,S4,S5))
D1 = np.vstack((dr1r,dr2r,dr3r,dr4r,dr5r))
def sole():
a = A1
d = D1
x = np.linalg.solve(a, d)
return x
```

Q = sole()\#np.array(sole())

```
an = np.zeros(shape=(M + 1, 1), dtype='float')
bk = np.zeros(shape=(M + 1, 1), dtype='float')
cm = np.zeros(shape=(M + 1, 1), dtype='float')
dp = np.zeros(shape=(M + 1, 1), dtype='float')
gt = np.zeros(shape=(M + 1, 1), dtype='float')
an = Q[0:M, 0]
bk = Q[M + 1: 2*M + 1, 0]
cm = Q[2*M + 2: 3*M + 2, 0]
dp = Q[3*M + 3: 4*M + 3, 0]
gt = Q[4*M + 4: 5*M + 4, 0]
```


## \# \#\#\#\#\#\#\#\#\#\#\#\#\#\#\# UNKNOWN

## \# \#\#\#\#\#\#\#\#\#\#\#\#\# MAIN

def u1(r, phi):
$\mathrm{t} 11=\mathrm{q} * \mathrm{eps} 12 * r 3 * \mathrm{np} . \log (\mathrm{r} / \mathrm{r} 1)+\mathrm{T} 1$
$\mathrm{t}_{-} \mathrm{n}=0$
t_m $=0$
for n in range ( $0, \mathrm{~N} 1,1$ ):
t_n $+=\operatorname{an}[\mathrm{n}] *\left(\mathrm{np} \cdot \exp \left(-\operatorname{lmbd}(\mathrm{n}) *\left(\mathrm{phi} \mathrm{O}^{0}-(\mathrm{phi})\right)\right)\right)$

* ((1+np.exp $(-2 * \operatorname{lmbd}(n) *(p h i))) /$
$\left.\left(1+n \mathrm{p} \cdot \exp \left(-2 * \operatorname{lmbd}(\mathrm{n}) * \mathrm{phi} \_0\right)\right)\right) * \mathrm{np} . \sin (\operatorname{lmbd}(\mathrm{n}) * \mathrm{np} \cdot \log (\mathrm{r} / \mathrm{r} 1))$
for $m$ in range( $0, \mathrm{~N} 1,1$ ):

```
t_m += cm[m]*(np.power((r/r2), mu(m)))*
((1-np.power((r/r1), -2*mu(m)))/
(1-np.power((r1/r2), 2*mu(m))))*np.cos(mu(m)*(phi))
full = t11 + t_n + t_m
return full
def u2(r, phi):
t22 = q*r3*np.log(r/r2) + q*r3*np.log(r2/r1)*eps12 + T1
t_k = 0
t_m = 0
for k in range(0, N1, 1):
t_k += bk[k]*(np.exp(-nu(k)*(phi_0 - (phi))))
*((1+np.exp(-2*nu(k)*(phi)))/
(1+np.exp(-2*nu(k)*phi_0)))*np.sin(nu(k)*np.log(r/r2))
for m in range(0, N1, 1):
t_m += cm[m]*(np.power((r/r2), -mu(m)))
*((1 + np.power ((r/r3), 2*mu(m)))/
(1 + np.power((r2/r3), 2*mu(m))))*np.cos(mu(m)*(phi))
full = t22 + t_k + t_m
return full
```

def u3(r, phi):
$\mathrm{t} 33=\mathrm{T} 1+\operatorname{eps} 12 *((\mathrm{~T} 2-\mathrm{T} 1) * \mathrm{np} \cdot \log (\mathrm{r} / \mathrm{r} 1)) /(\mathrm{eps} 12 * \mathrm{np} . \log (\mathrm{r} 2 / \mathrm{r} 1)$

```
+np. \(\log (r 3 / r 2))\)
t_n = 0
t_p \(=0\)
```

for $n$ in range ( $0, \mathrm{~N} 1,1$ ):
$\mathrm{t} \_\mathrm{n}+=(\operatorname{an}[\mathrm{n}]+(\mathrm{np} \cdot \operatorname{power}(-1,(\mathrm{n}+1)) *(2 / \operatorname{lmbd}(\mathrm{n})) *(\operatorname{eps} 12)$
*((T2-T1)/(eps12*(np.log(r2/r1))+np.log(r3/r2)) - q*r3)))*
$(\mathrm{np} \cdot \exp (-\operatorname{lmbd}(\mathrm{n}) *(($ phi $)-$ phi_0) $)) *$
$((1+n p \cdot \exp (-2 * \operatorname{lmbd}(n) *(n p \cdot p i-(p h i)))) /(1+n p \cdot \exp (-2 * \operatorname{lmbd}(n)$
*(np.pi-phi_0)))) $n \mathrm{np} . \sin (\operatorname{lmbd}(\mathrm{n}) * \mathrm{np} . \log (\mathrm{r} / \mathrm{r} 1))$

```
for p in range(0, N1, 1):
t_p += dp[p]*np.power((r/r2), etta(p))*
((1-np.power((r/r1), -2*etta(p)))/
(1-np.power((r1/r2), 2*etta(p))))
*np.cos(etta(p)*(np.pi - (phi)))
full = t33 + t_n + t_p
```

return full
def u4(r, phi):
$\mathrm{t} 44=\mathrm{T} 2+((\mathrm{T} 2-\mathrm{T} 1) * \mathrm{np} . \log (\mathrm{r} / \mathrm{r} 3)) /$
(eps12*np. $\log (r 2 / r 1)+n p . \log (r 3 / r 2))$
$\mathrm{t}_{-} \mathrm{t}=0$
$t_{-} p=0$
for $t$ in range ( $0, N 1,1$ ):
$\mathrm{t}_{-} \mathrm{t}+=\mathrm{gt}[\mathrm{t}] *\left(\mathrm{np} \cdot \exp \left(-\mathrm{ksi}(\mathrm{t}) *\left((\mathrm{phi})-\mathrm{phi} \mathrm{m}_{\mathrm{o}}\right)\right)\right) *$
$((1+n p \cdot \exp (-2 * k s i(t) *(n p . p i-(p h i)))) /$
$\left.\left(1+n p \cdot \exp \left(-2 * k s i(t) *\left(n p . p i ~-~ p h i \_0\right)\right)\right)\right) *$
$\mathrm{np} . \sin (\mathrm{ksi}(\mathrm{t}) * \mathrm{np} . \log (\mathrm{r} / \mathrm{r} 2))$

```
for p in range(0, N1, 1):
t_p += dp[p]*np.power((r/r2), (-etta(p)))*
((1-np.power((r/r3), (2*etta(p))))/
(1-np.power((r2/r3), (2*etta(p)))))
*np.cos(etta(p)*(np.pi - (phi)))
full = t44 + t_t + t_p
return full
```

def potential(r, phi):
$\mathrm{U}=0$
if $r<r 1$ :
$\mathrm{U}=0$
if $0<=$ (abs(phi)) <= phi_0 and r1 <= r <= r2:
$\mathrm{U}=\mathrm{u} 1(\mathrm{r}, \mathrm{abs}(\mathrm{phi}))$
if $0<=(a b s(p h i))<=p h i \_0$ and $r 2<r<=r 3:$
$\mathrm{U}=\mathrm{u} 2(\mathrm{r}, \mathrm{abs}(\mathrm{phi}))$
if phi_0 <=(abs(phi)) < np.pi +1 and r1<= $r<=r 2$ :
$\mathrm{U}=\mathrm{u} 3(\mathrm{r}, \mathrm{abs}(\mathrm{phi}))$
if phi_0 <= (abs(phi)) < np.pi +1 and r2<r<=r3:
$\mathrm{U}=\mathrm{u} 4(\mathrm{r}, \mathrm{abs}(\mathrm{phi}))$
return U
$x_{\text {_arr }}=n p . z e r o s(\operatorname{shape}=(N, N))$
y_arr = np.zeros $(\operatorname{shape}=(N, N))$
r_arr = np.zeros $($ shape $=(N, N))$
phi_arr $=$ np.zeros $($ shape $=(N, N))$

```
F_arr = np.zeros(shape=(N, N))
```

with open("polar.txt", "w") as file:
for $k$ in range ( $0, N, 1$ ):
for $i$ in range ( $0, N, 1$ ):
phi $=-n p . p i+2 * n p . p i * i /(N-1)$
$r=r 1+(2 * r 2-r 1) * k /(N-1)$
$\mathrm{x}=(\mathrm{r} * \mathrm{np} \cdot \cos (\mathrm{phi}))$
$y=(r * n p \cdot \sin (p h i))$
F = float(potential(r, phi))
if $F<0$ :
$\mathrm{F}=0$
r_arr[k][i] = r
phi_arr[k][i] = phi
x_arr[k][i] = x
y_arr[k][i] = y
F_arr[k][i] = F
plt.contour (x, y, F, colors='black')
file.write(str(gt) + " ")
\#file.write(str (x) + " ")
\#file.write(str (y) + " ")
\#file.write(str (F) + "\n")
file.write("\n")
file.close

```
fig, ax = plt.subplots()
```

```
lev_line = [0, 5, 10, 15, 20, 25, 30, 35, 40, 45,
50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100]
lev_line = [0,1,2,3,4,5,6,7,8,9,10]
c = ('#990000', '#FF99FF', '#CC99FF', '#9999FF', '#6699FF',
'#3399FF', '#0099FF', '#0099CC', '#3399CC', '#6699CC',
'#9999CC', '#CC99CC','#FF99CC', '#FF9999', '#CC9999',
    '#999999', '#669999','#339999', '#009999',
    '#009966', '#339966', '#669966','#999966', '#CC9966')
contours = ax.contour(x_arr, y_arr, F_arr,
levels= lev_line, colors = c)
ax.clabel(contours)
ax.legend(title = 'q = -5, eps = 0.1', # заголовок
title_fontsize = '20' # размер шрифта заголовка
)
#plt.plot(r_arr, F_arr)
plt.show()
```

fig, ax = plt.subplots(subplot_kw=\{"projection": "3d"\})
surf = ax.plot_surface(x_arr, y_arr, F_arr,
cmap='coolwarm', linewidth=0, antialiased=False)
fig.colorbar (surf, shrink=0.5, aspect=0.5)
plt.show()

