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The subject of the dissertation was a study of record values and record occurrence
times in finite and infinite sequences of independent variables. The thesis is 76
pages long (I analyze only the English version). It contains 57 references, and it
is based on 6 papers written by the candidate. Bel'kov is the only author of one
of them, four papers were written in collaboration with the supervisor Professor
Valery Nevzorov, and one has three authors: Bel’kov, Nevzorov, and Mohammad
Ahsanullah. This last one was published in a foreign Journal of Statistical Theory
and Applications, and the others were published in Russian journals and in a book
collection of papers. I would encourage the candidate for submitting his further
achievements to international journals which make them more accessible for a wide
mathematical audience.

Chapter 1 was devoted to calculating lower and upper bounds on the total num-
ber of lower and upper records in finite sequences of independent random variables
with two arbitrary and different continuous distributions. The results strongly de-
pend on the sample size, numbers of observations with different distributions, and
their order. Bel’kov derived sharp lower nad upper bounds only in the cases of three
(with one outlier) and four observations (with one or two outliers) for arbitrary lo-
cations of outlying observations. For n = 5 random variables, he established some
non-sharp general bounds, and determined sharp evaluations in a specific model
with particularly constructed distributions: one arises when the density of the stan-
dard uniform distribution is partitioned into k pieces which are further spread over
the interval [0, 2], and the other is just the uniform distributions over the gaps in the
support of the former one. Optimal partitions were determined numerically for var-
ious k. The same procedure was performed for n = 6 which gave radically different
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results. E.g., for n = G the transformed limiting distribution of the outliers proving
the maximal number of records has atoms at the support ends unlike the one in the
case n = 5. By the way, I wonder how it was possible to determine the limiting
outlier distribution if the optimal one for each k was determined numerically.

Although I appreciate clever calculations in analysis of the above problems, I
doubt if they contribute much to the theory of random records. They give solutions
to very particular problems and do not allow getting more general conclusions.
More apparent results were obtained under the assumption that the logarithms of
distributions of consecutive observations are proportional (in so called F* scheme).

Chapter 2 may be the most interesting part of the Bel’kov thesis for the mathe-
matical community. The author focused on the record ranges there, i.e., the record
values in the differences between the smallest and greatest observations. The first
valuable result of the chapter is the claim that the record range values from the mix-
tures of exponential and negative exponential distributions (Laplace distributions
in particular) have the distribution identical the upper records from the exponential
populations, i.e., with the consecutive sums of i.i.d. exponential random variables.
He also determined the expectation of the number of record ranges in sequences
of finite sizes, which unlike the record range values depend on the mixing propor-
tion. He further characterized the Laplace distribution by independence of two first
record range spacings in the family of absolutely continuous symmetric distribu-
tions. Similar results were obtained for the geometric distribution. The increments
of record ranges of an arbitrary mixtures of the geometric distributions and their
negative reflections are independent identically geometrically distributed, whereas
the uniform mixtures are characterized by independence of two first record range
increments among all discrete symmetric distributions. The positive impression of
Chapter 2 is somehow messed by numerous mistakes in its presentation. It looks as
if the first draft of the chapter was never read and corrected by the author. I point
out these mistakes at the end of my report.

The part of the dissertation I like most is Chapter 3 where several sequential
optimization problems were solved. In all these problems it was assumed that we
consecutively observe up to n uniform random variables and just after each observa-
tion we should to decide whether we reject the current observation (and all preceding
ones) or start counting the quantities of interest from this very point. The quantities
which were considered here include

e the sum of upper record values,

e the sum of lower records,



e the sum and difference of upper and lower records,

e the number of all (upper and lower) records (in this case the solution can be
extended to i.i.d. sequences with arbitrary known continuous distribution).

The purpose was to maximize the expectation of the corresponding quantity. Deci-
sion procedures were based on intuitive arguments. For instance, in the first prob-
lem including large values of observations, especially at the preliminary stage, may
exclude many further candidates for records. Hence a wise solution consists in re-
jecting relatively large values at each step with increasing acceptance region when
the number of further observations decreases. For each above problem, and for each
number of remaining observations, the author determined numerically two-element
partitions of the interval [0, 1] on the sets of rejection and start counting procedure
for the current value of random observation.

I think that it is possible to prove that all the solutions of the problems pre-
sented in Chapter 3 are in fact the solutions in the most general family of sequential
optimization procedures based on available random data. Each start of counting
procedure can be treated as a stopping rule of the rejection process, and for the
stopping rules with a finite horizon one can construct the optimal stopping time
using the universal backward induction method (see, e.g., Chow, Y. S., Robbins,
H., Siegmund, D. (1971). Great Ezpectations: the Theory of Optimal Stopping.
Houghton Mifflin Co.. Boston, Mass.) This is my suggestion for future rescarch of
Mr. Bel’kov.

I have several critical remarks concerning presentation of the results in the the-
sis. Except for Chapter 2, this is rather far from classic structures of mathematical
texts: definitions of basic notions — theorem — proof —possible comments. It
was sometimes difficult to distinguish the statements and arguments proving them.
Some substantial arguments were omitted, and should be recovered by the read-
ers. Some sequences of arguments were interrupted by comments not related to
the respective reasonings. I suggest the candidate submitting further papers to in-
ternational mathematical journals which require more professional presentations of
achievements.

Conclusion. Despite of some negative comments of my report, I claim that he
dissertation written by Igor Vladimirovich Bel’kov on the subject Distributions of
total number of upper and lower record values in nonstandard situations fulfils essen-
tial requirements established in the decree On the procedure of granting academic
degrees in the St. Petersburg State University. The applicant Igor Vladimirovich



Bel’kov deserves granting with the Candidate degree in the Mathematical and Phys-
ical Sciences in speciality 01.01.05: Probability Theory and Mathematical Statistics.
Point 11 of the decree mentioned above has not been violated.
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Mistakes found in Chapter 2:

P-

P-

p.

p.

113, 1. 10 bottom: Xs,, with m = 0 does not exist.
113, 1. 6 bottom: P(X; = X) = U201,

115, Proposition 2.1: no justification for the claims.

117, 1. 3: S(n) is the value of maximum at the moment of nth record range
occurrence.

119, 1. 1: P{A(y,v,k,n)} = (1 — pe™® — ge™¥)* (formula automatically copied
from [63]).

119, lines 4 and 5: Xypm-1)4k+1-
119, 1. 6: Hp (twice).



p.

p.

p.

p.

p-

p.

120, 1. : O p=1—9g <1,

. 2151 18 glasw),

. 122, 1. 9 bottom: continuous decreasing functions.

122, 1. 1 bottom: s € (0,1).
123, 1. 7: W(1) = [ X4.

123, 1. 8 bottom: notation X,, is wrong because m was just used for denoting
the minimal value.

123, 1. 7 bottom: (14 ...+ p™ )r.

123, 1. 4 bottom: grp~**! and ¢sp® ! in the consecutive numerators.

—m+€—l+splu+£-])
rp=™m+sPM :

124,1. 1; 4

125, 1. 7: P(W(2) = u + n|W (1) = ).

126, 1. 6 bottom: m = 1 (drop n).

Other minor mistakes:
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85, 1. 6: kth records were introduced in [24] by Dziubdziela and Kopociniski.

85, | Xn—k,nfl S Xn_k.+_1!n f—

(5(?11)2
139, 1. 3 bottom:

(-Tn)l

139, 1. 2 bottom: (z,)s.

140, L 3¢ Ba(z),
. 140, 1. 1 bottom: (1 — z,)"*! (subscript lacking).

142, lines 7 and 9 and later on: z; and z are two notations for the value of U;.

. 145, 1. 1 bottom: (3.7) instead of (3.2).
. 113, 1. 10 bottom: [40] instead of [34].



